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Abstract 
In this paper we outline our approach to discover 

and understand multi-dimensional correlations among 
regulatory security certification requirements in the 
context of a complex software system. A thorough 
understanding of these correlations is necessary to 
assure that diverse constraints imposed by numerous 
certification requirements are adequate for collectively 
contributing to emergent security properties in a 
highly interconnected socio-technical environment. We 
elaborate on methodological support to discover an 
exhaustive set of applicable certification requirements 
in a given operational scenario of the target software 
system. We then describe techniques to systematically 
understand the multi-dimensional correlations among 
these requirements with application to security risk 
assessment. The case study of applying our approach 
to a regulatory certification process of The United 
States Department of Defense (DoD) is presented.  

1. Introduction 
The government, defense, and private sectors spend 

billions of dollars every year in securing software 
systems that support their critical businesses/missions. 
A large portion of this money is now allocated for 
Certification and Accreditation (C&A) activities 
because of the growing number of regulations and the 
dire consequences of not complying with them. A 
recent survey [16] – representing 1,300 global 
companies, government and non-profit agencies in 55 
nations – suggests that compliance with regulations 
has taken the lead as the primary driver of security 
efforts in an organization, surpassing worms and 
viruses. However, various reports [9] [16] [44] [45] 
[37]  indicate that the process of measuring compliance 
with security C&A requirements is often irregular and 
unreliable. As a result, C&A processes lack consistent 
and comparable results and fail to provide adequate 
information for authorizing officials to understand 
security risks and make informed decisions [44].  

Security certification is a comprehensive evaluation 
of the technical and non-technical security features of a 
software system to establish the extent to which a 
particular design and implementation meets a set of 
specified security requirements [11]. Compliance with 

C&A requirements is mandatory if found applicable to 
the target software system in its operational profile.  

Security C&A requirements are generally non-
functional. In addition, regulatory requirements reflect 
the interests of multiple stakeholders in the 
organization at different levels of abstraction. As a 
result, numerous C&A security requirements are 
scattered across multiple regulatory documents without 
any regularity in their natural language specifications, 
or appropriate classification and categorization about 
the types of constraints they enforce on system 
behavior. For example, some requirements impose 
abstract constraints that cross-cut many aspects of 
system behavior, whereas other requirements mandate 
specific constraints, which are applicable only in a 
particular instance of system design and 
implementation. As a result, a great deal of subjectivity 
surrounds C&A requirements and the ensuing risk 
assessment to determine what constraints on software 
behavior are adequate and what level of resources 
should be expended upon them [45].  

Security C&A approaches generally recommend a 
risk-based strategy to provide cost-effective security 
solutions in the context of the target system [11]. 
Towards this goal, natural language specifications of 
security C&A requirements are tailored to embed 
domain semantics related to understanding relevant 
security risks in the unique socio-technical 
environment of an organizational infrastructure. 
Application requirements and real use cases are also 
necessary to effectively assess security risks [13].  
Therefore, justifiable secure software assurance 
requires demonstrating that all critical security risks 
have been assessed in the operational context of the 
target software system and reduced to an acceptable 
level. However, due to the nature of current software 
systems, as interconnected systems of systems 
operational within socio-technical environments, such 
assurances are difficult to make.  

Security being an emergent property of the system 
as a whole; security risks in a complex system most 
often arise due to cascading effects of a failure (e.g. 
weakest link syndrome) among security constraints 
that collectively contribute to emergent secure 
software behavior. Therefore, discovering and 
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understanding the multi-dimensional correlations 
among the different classes of constraints imposed by 
an exhaustive set of C&A requirements found 
applicable in the operational context of a complex 
software system is important to uncover and assess all 
possible potential risks. In our research, we leverage 
the semantics of each C&A requirement explicated by 
relationships with relevant domain concepts in a 
Problem Domain Ontology (PDO) built from C&A 
regulatory documents [27] [29]. We discuss 
methodological steps to discover applicable C&A 
requirements and understand the correlations among 
them from the perspective of risk assessment for a 
particular operational scenario of the target system. 
Correlations among C&A requirements that represent 
different classes of security constraints are analyzed by 
applying the algebraic model of Formal Concept 
Analysis (FCA) [18] along with the domain semantics 
learned from the PDO. The case study of applying our 
approach to The United States DoD Information 
Technology Security Certification and Accreditation 
Process (DITSCAP) [11] is presented.  

Organization of the paper is as follows. Section 2 
presents the related work and the relevant aspects of 
our prior research. Section 3 outlines methodological 
steps in our approach and the associated techniques. 
Section 4 discusses the use of artifacts resulting from 
our approach towards C&A documentation. Finally, 
section 5 outlines our contributions and future work. 

2. Background 
2.1 Related Work 

Risk analysis has always been a part of security 
design methods [4]. From a requirements perspective, 
reasoning about security risks is most naturally driven 
by threat analysis for real use cases. It includes 
scenario-based methods such as identifying misuse 
cases [41] [2], abuse cases [33], abuse frames [31] 
(based on problem frames [19]), and attack trees [40]. 
In contrast, goal-based methods often take an 
organizational perspective to reason about security 
risks, which include modeling of social relationships 
among actors/agents as soft-goals to be satisfied [32]; 
intruder anti-goal modeling [46]; and modeling risk as 
an event that prevents goal satisfaction [51]. The 
influence of Goal Question Metric (GQM) [3] is also 
seen on approaches for identifying the existence of 
security constraints throughout the organization [42] 
[21]. Viewpoint-based methods also advocate the 
identification of stakeholders with security viewpoints 
to minimize security risks [23]. Viewpoints are useful 
for identifying conflicts [15], which may lead to risks. 
Therefore, it is apparent that the selection of any single 
requirements method limits the factors taken into 

account for understanding the potential risks from the 
early stages of the system lifecycle. In addition, 
existing approaches rely heavily on the expertise of the 
analyst to trace and model interactions among system 
features [33] and then to reason about possible risks. 

Frameworks for enterprise-level risk assessment, 
such as OCTAVESM [36], CORAS [1] and Risk 
Management Framework (RMF) [47], propose their 
own methodological steps, but lack specific guidelines 
to interoperate with C&A activities and appropriately 
utilize the evidences gathered for C&A requirements 
into the risk assessment process. Quantitative risk 
assessment approaches [17] [7] are usually manual, 
complicated, and rely on the subjective knowledge 
from experts and past experiences as they lack a 
baseline for systematically identifying potential risks in 
a given organizational environment.  

SQUARE [34] includes risk assessment as a part of 
the requirements engineering process; however, it is 
loosely integrated with other parts of the methodology. 
Moffett et al [35], strongly express the need for 
integrating risk analysis into the requirements 
engineering process. We further suggest that in 
addition to application requirements, C&A 
requirements should be a key source of identifying 
dependability needs and conducting risk assessment 
during the requirements engineering process.  
2.2 Modeling C&A Requirements 

Before any analysis can be performed on C&A 
requirements in regulatory documents, it is necessary 
to identify the attributes that classify and categorize 
them from dimensions relevant to the problem solving 
activity. Robinson et al. [39] use requirements 
structuring and grouping for identifying requirements 
conflicts. Wasson [49] demonstrates that capturing 
various explications of concepts related to domain 
semantics helps to better manage the risk of mis-
communication in requirements. Explication of 
obligations and rights from regulatory policies to 
clarify ambiguities is suggested by Travis et al. [6]. 

In our approach, rather than relying on any single 
modeling philosophy, we explicate each C&A 
requirement based on attributes that capture the goals, 
scenarios, viewpoints and other domain-specific 
concepts necessary for precisely establishing their 
semantics. However, for natural language C&A 
requirements, these attributes are often missing, 
ambiguous or dispersed across multiple documents, 
limiting the use of formal approaches to process them. 
To address these issues, we have identified several 
heuristics that help in capturing the attributes of C&A 
requirements present sparsely in regulatory documents 
[29]. Specifically, guided by the Ontology-based 
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ACTive Requirements Engineering (Onto-ActRE) 
framework [26], we harness the expressiveness of 
ontologies to classify and categorize C&A 
requirements from the dimensions: 1) a requirements 
domain model of requirement types that hierarchically 
categorizes C&A requirements; 2) a viewpoints 
hierarchy that models different perspectives and 
related stakeholders of a C&A requirement; 3) a C&A 
process goal hierarchy with leaf-node scenarios to 
express process activities related to a C&A 
requirement; and 4) domain-specific taxonomies of risk 
components of assets, threats, vulnerabilities, and 
countermeasures related to C&A requirements. 

Currently, the Onto-ActRE framework has been 
applied to the DITSCAP by processing approximately 
800 pages of regulatory documents (a representative 
set of DITSCAP related documents). The resulting 
DITSCAP PDO includes 604 domain concepts that 
help to understand 533 C&A requirements. Although, 
details about building the PDO are described in our 
prior publications [27] [29] [24] [28]; here we briefly 
elaborate on the process of analyzing a DITSCAP 
requirement to identify relevant risk components.  
2.2.1 C&A Requirements & Risk Components 

To support an overall risk-based strategy, C&A 
requirements should explicitly identify relevant risk 
components. These are the threats to and 
vulnerabilities of the assets to be protected, and 
countermeasures that can mitigate or reduce the 
vulnerabilities to acceptable levels.  

To systematically identify and reason about the risk 
components expressed (or missing) in natural language 
C&A security requirements descriptions, we extend the 
Common Criteria security model [8]. The resulting 
model, as shown in Figure 1, explains the relationships 
between security requirements and risk components.  
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Figure 1: Requirements and Risk Model 

Based on the model in Figure 1, for each C&A 
requirement, a domain expert identifies the relevant 
risk components and maps them to concepts in the 
domain-specific taxonomies of threats, assets, 
vulnerabilities, and countermeasures modeled in the 
PDO. Processing a C&A requirement description 
involves heuristics based on domain expertise, 
keyword analysis, regulatory document exploration, 

hierarchical browsing of concepts and navigating their 
relationships in the PDO. Figure 2 shows the 
explication of multi-dimensional domain concepts for 
the DITSCAP “Boundary Defense” requirement [12]. 

Name: Boundary Defense

Information Assurance 
Service: Confidentiality

Description: Boundary defense 
mechanisms to include firewalls 
and network intrusion detection 
systems (IDS) are deployed at 
the enclave boundary to the wide 
area network, at layered or 
internal enclave boundaries and 
at key points in the network, as 
required. All Internet access is 
proxied through Internet access 
points that are under the 
management and control of the 
enclave and are isolated from 
other DoD information systems 
by physical or technical means.
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Figure 2: Analyzing a DITSCAP Requirement 

2.2.2 Evidences for Requirements Compliance 
C&A activities require collecting supporting 

evidences from the target system to assess the level of 
compliance with C&A requirements. Therefore, for 
each C&A requirement the PDO development involves 
the creation of structured compliance questionnaires by 
a domain expert who has many years of experience in 
the field of performing C&A. Each question has well-
defined answer options that reflect ordered levels of 
compliance prepared from the conjunction of criteria 
necessary to objectively reason about the level of 
compliance of the target system based on responses 
gathered from various resources [29].  
3. Analyzing Correlations among C&A 
Requirements for Risk Assessment 

During consultation with C&A practitioners 
(security consultants and experts), we perceive that 
their biggest problem is to be able to systematically 
reason about the collective adequacy of diverse 
security constraints towards emergent secure software 
behavior during operation, or lack thereof leading to 
potential security risks.  

To this end, for a given scenario of the target 
system, our approach is to discover an exhaustive set 
of applicable security C&A requirements and construct 
a model of potential correlations among them. Based 
on metrics and measures available from the model, we 
convey: 1) The criticality of a particular class of 
security constraints on overall secure system behavior; 
and 2) The extent of potential risks due to correlations 
among a set of security constraints, imposed by 
applicable C&A requirements in a given scenario. We 
now detail the steps in our approach.  
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3.1 Step 1: Goal-driven Scenario Composition 
To consider application requirements and real use 

cases, binding C&A to a certain environment (similar 
to USDA meat certification) has been suggested by 
Voas [48] for software systems. Correspondingly, we 
use operational scenarios of the target system as 
triggers for the discovery of applicable C&A 
requirements, ensuing risk assessment and negotiations 
during C&A activities in our approach. Operational 
scenarios of the target system can be easily obtained 
from domain experts and other artifacts (e.g. use 
cases). The CORAS framework [1] also advocates the 
use of mis-use cases [41] to provide a context for the 
risk assessment. Scenarios form the basis for providing 
a concrete understanding of abstract intentions of C&A 
requirements in the context of the target system.  

Any requirements search or investigation process 
should have a goal or a set of goals [30]. Therefore, in 
this step, scenario composition is guided by the C&A 
process goals. A goal-driven approach helps to 
circumvent the problem of establishing the coverage of 
the identified scenarios over the large C&A 
requirements space. The output of this step is then a 
collection of scenarios driven by goals for 
understanding risks that a target system is subject to in 
its operational environment.  

To demonstrate the feasibility of each step in our 
approach, as an example, consider the DITSCAP being 
applied to a hypothetical software information system 
that hosts a data repository for certain DoD missions. 
Driven by the C&A process goal for “Assessing 
System Interfaces” [11] the following operational 
scenario of the target system is composed by the 
analyst from remote access use case of the system: 

 “The target system enclave boundary enables 
remote access for all users with appropriate 
authentication and identification mechanisms.”  
In this scenario, an “enclave” refers to “collection 

of computing environments connected by one or more 
internal networks…” [11], whose examples include 
local area networks and the applications they host, 
backbone networks, and data processing centers. The 
“enclave boundary” refers to “the point at which an 
enclave’s internal network service layer connects to an 
external network’s service layer” [11]. 
3.2 Step 2: Formation of an Analysis Pool 

In this step, each operational scenario identified in 
the previous step drives the formation of an Analysis 
Pool of C&A requirements. We define analysis pool as 
an exhaustive compilation of C&A requirements that 
collectively constrain target system behavior in diverse 
ways in a socio-technical environment for a given 
operational scenario. Naturally, the membership of 

C&A requirements in an analysis pool is determined 
by the scenario and the goals of analysis. 

To form an analysis pool it is important to facilitate 
the discovery of C&A requirements originating from 
distant sets or in different regulatory documents, but 
relevant to the current scenario. It concerns the 
‘requirements distance’ problem [20], which is 
recognized as a non-trivial problem in software 
requirements engineering that cannot be handled well 
through a manual inspection of several natural 
language C&A requirements documents.  

To address this problem, we apply a combination of 
search strategies on the requirements domain model of 
the PDO. It includes keyword-based search on C&A 
requirements modeled in the PDO (using SPARQL 
[38]), followed by focused hierarchical browsing 
(similar to file system browsing) of sibling and 
ancestor requirements, and finally exploring the multi-
dimensional interdependencies that exist among 
requirements through other domain concepts in the 
PDO. Keyword-based search can be further augmented 
by query expansion [30] using related keywords in 
C&A guidance documents. The search strategies are 
applied incrementally to systematically expand (or 
contract) the search space of C&A requirements.  

For the example scenario, keywords of “enclave 
boundary” “remote access” and “authentication and 
identification” are identified from the scenario 
description to apply the keyword-based search 
strategy. These keywords and their adjacent concepts 
in DITSCAP guidance documents are then used to 
search for C&A requirements in the PDO. The analyst 
examines the search results and interactively chooses 
only relevant C&A requirements for inclusion in the 
analysis pool. For example, the set of requirements 
chosen by the analyst are shown in Table 1.  

Table 1: The Set of Requirements added to the 
Analysis Pool by Keyword-based Search Strategy 

DoN Requirement: Use VPN for Remote Access

EBRP-1 Remote Access audit trails for Privileged Functions

EBRU-1 Remote Access for User Functions use encryption

EBRU-1 Protection of remote access mechanisms for user functions

EBRU-1 Remote Access for User Functions

EBRP-1 Remote Access for Privileged Functions

DoN Requirement: Control Remote Access

Federal Requirement: Regulate Remote Access

EBPW-1 Public WAN Connection

IATS-1 Token and Certificate Standards

IAIA-1 Individual Identification

ECIM-1: Instant Messaging

ECVI-1: Voice over IP

EBBD-2: Boundary Defense 

Requirements Selected from 
Initial Search Results

Network/
Internet Access Control

Authentication and 
Identification

Enclave Boundary 
Defense

Requirements 
Category in the PDO

DoN Requirement: Use VPN for Remote Access

EBRP-1 Remote Access audit trails for Privileged Functions

EBRU-1 Remote Access for User Functions use encryption

EBRU-1 Protection of remote access mechanisms for user functions
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EBRP-1 Remote Access for Privileged Functions

DoN Requirement: Control Remote Access

Federal Requirement: Regulate Remote Access

EBPW-1 Public WAN Connection

IATS-1 Token and Certificate Standards

IAIA-1 Individual Identification

ECIM-1: Instant Messaging

ECVI-1: Voice over IP

EBBD-2: Boundary Defense 

Requirements Selected from 
Initial Search Results

Network/
Internet Access Control

Authentication and 
Identification

Enclave Boundary 
Defense

Requirements 
Category in the PDO

 
Following the second search strategy, the analyst 

explores the siblings as well as ancestors of the 
requirements in Table 1, using a focused hierarchical 
browsing of the requirements domain model. The 
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analyst discovers that requirements in the 
“Network/Internet Access Control” that are subsumed 
by requirements in the “Logical Access Control” 
category, are also applicable in the current scenario 
and are added to the analysis pool as shown in Table 2. 

Table 2: The Set of Requirements added to the 
Analysis pool after expansion of the Search Space 

“Enclave Boundary Defense” and “Production, 
I/O Controls” categories of the Requirements 
Domain Model are related through the 
“requires” relationship

Production, I/O 
Controls

ECCT-1 Encryption for 
Confidentiality

Product 
Specification 

and Evaluation

Security 
Awareness and 

Training

Monitoring

Audit Trails

Personnel 
Screening

Logical Access 
Control

Requirements 
Category in 

the PDO

DCSR-2 Specified Robustness

DoN Requirement: Privileged 
users require Training

IAM, IAO and privileged users 
maintain knowledge of system

EBVC-1 All VPN Traffic 
visible to IDS

ECAT-1 Audit Trail Monitoring, 
Analysis and Reporting

ECTP-1 Audit Trail Protection

IA Manager, IA Officer, and 
privileged users undergo 
security clearance

Access Control for privileged 
users and IA officer

DoN Requirement: Use Public 
Key Infrastructure

ECLP-1 Privileged accounts 
limited to privileged functions

ECLP-1 Least Privileges and 
Separation of duty

ECLP-1 Privileged accounts 
assigned to privileged users

Requirements Discovered 
through PDO Exploration

“Enclave Boundary Defense” and “Product 
Specification and Evaluation” categories of the 
Requirements Domain Model are related 
through the “requires” relationship

“Personnel Screening” and “Security 
Awareness and Training” categories of the 
Requirements Domain Model are related 
through the Viewpoints of “System 
Administrator”, “IAO” and “IAM” in the 
Viewpoint hierarchy

“Enclave Boundary Defense” and “Monitoring”
categories of the Requirements Domain Model 
share the Countermeasure of “Install 
Firewalls and IDS at key points in the 
Enclave with appropriate configurations”
in the Countermeasure taxonomy

“Network/Internet Access Control” and 
“Audit Trails” categories of the 
Requirements Domain Model are related 
through the “requires” relationship

“Network/Internet Access Control” and 
“Personnel Screening” categories of the 
Requirements Domain Model are related 
through the Viewpoint of “System 
Administrator” in the Viewpoint hierarchy

“Logical Access Control” category subsumes
“Network/Internet Access Control” Category in 
the Requirements Domain Model of the PDO

Method of Discovery in the PDO

“Enclave Boundary Defense” and “Production, 
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Finally, as the third search strategy, the certification 

analyst examines the relationships of each requirement 
available in the analysis pool with other requirements 
in the requirements domain model, stakeholders in the 
viewpoint hierarchy, C&A process goals in the goal 
hierarchy, and risk components in the risk assessment 
taxonomy of the PDO. The analyst discovers that 
requirements in the “Network/Internet Access Control” 
category are related to requirements in the “Personnel 
Screening” category of the requirements domain model 
through the Viewpoint of “System Administrator” in 
the viewpoint hierarchy of the PDO, and are applicable 
in the current scenario. After a similar discovery 
process for other requirements, the C&A requirements 
shown in Table 2, are added to the analysis pool.  

 Here we emphasize that the analysis pool is in 
essence formed after a systematic exploration of C&A 
requirements space (based on a common understanding 
provided by the PDO) that spans stakeholder concerns 
from various levels in the organization for secure 
system operation in a given scenario. 

3.3 Step 3: Abstractions in the Analysis Pools 
For a given scenario, it is easy for the analyst to get 

lost in the details of a large number of applicable C&A 
requirements while missing the bigger picture, i.e. 
missing the forest for the trees. As systems get more 
complex, abstraction is a way to find correlations 
among requirements by ignoring some details. 
Specifically, the abstractions should help to highlight 
the correlations among different classes of constraints, 
imposed by C&A requirements, which collectively 
contribute to emergent secure software behavior.  

To this end, we identify that each C&A 
requirements category in the requirements domain 
model embodies the general notion of constraints 
imposed on the software behavior by the C&A 
requirements that belong to each category. Therefore, 
in this step, each requirement in the analysis pool is 
abstracted to the most-specific parent requirement 
category in the requirements domain model of the 
PDO. Also, the relationships of each C&A requirement 
with risk components, as discussed in section 2.2.1, are 
now associated with the parent category of the C&A 
requirement due to the abstraction process.  

For the example scenario, “Network/Internet Access 
Control” is the parent category for nine C&A 
requirements (Table 1) in the analysis pool. By 
abstraction, this requirement category then aggregates 
all the risk components identified for the nine 
requirements as shown Figure 3. Similarly, other sets 
of C&A requirements are also abstracted. 
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Figure 3: Abstracting the Requirements 

Despite these abstractions, traceable connections to 
the original C&A requirements in the analysis pool are 
always maintained. In addition, the corresponding 
evidences gathered using compliance questionnaires 
(Section 2.2.2) can be easily presented to the 
certification analyst as and when required. 
3.4 Step 4: Creating a Model of Correlations 

In this step, we construct an algebraic model of 
possible correlations among the C&A requirements in 
the analysis pool. To facilitate risk assessment, the 
model captures the correlations among C&A 
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requirements categories (representative of different 
classes of security constraints) from the dimensions of 
threats, assets, countermeasures, and vulnerabilities. 
Specifically, our approach is grounded in the algebraic 
framework of Formal Concept Analysis (FCA) [18]. 

FCA formalizes the philosophical understanding of 
a “concept” as a unit of thought constituted by its 
extension and its intension. A formal concept binds 
these two components together in a formal context to 
allow fixing enough references for rationally 
interpreting them in human communication and 
argumentation [18]. It has been shown that FCA and 
logic systems based on semantic networks can be 
connected through their conceptual structures [50]. 
However, our goal here is not to compare formal 
concepts in FCA to domain concepts in the PDO. 
Rather, based on relationships among domain concepts 
modeled in the PDO, each formal concept in the FCA 
algebraic model includes C&A requirements and their 
compliance evidences as its extension (connections to 
reality); and its intention (human thinking/semantics) 
as meaningful combinations of risk components.  
3.4.1 Formal Concept Analysis Overview 

FCA defines a formal context (G, M, I) as a set G of 
formal objects, a set M of formal attributes, and a 
binary relation I ⊆ G x M indicating which formal 
object has which formal attribute. Within a formal 
context, a formal concept c is defined as a pair of sets 
(A, B) forming a Galois connection such that: 

A = {g ∈ G | ∀m ∈ B: (g, m) ∈  I}. 
B = {m ∈ M | ∀g ∈ A: (g, m) ∈  I}. 

where the set A of formal objects is the extent and set 
B of formal attributes is the intent of formal concept c.  
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Figure 4: (a) Example of a Formal Context; (b) 

Concept Lattice; and (c) Formal Concepts 
A formal concept (A, B) is a subconcept of a formal 

concept (C, D), if the extent A is a subset of the extent 

of C or if the intent of B is a superset of the intent of D. 
Their relation is shown as (A, B) ≤ (C, D). A partially 
ordered set of all formal concepts is always a complete 
lattice structure and is called a concept lattice.  

An example formal context and its relation; its 
concept lattice and formal concepts are shown in 
Figure 4 (a), (b), and (c) respectively (adapted from 
[43]). Within the concept lattice it is possible to 
annotate nodes representative of formal concepts in a 
concise way, which can be seen in the correspondence 
between the concepts in Figure 4 (b) and Figure 4 (c). 
3.4.2 Constructing a Formal Context  

Most FCA applications are selectively and 
opportunistically driven [22], which creates problems 
for understanding when and how to apply FCA. To 
address this issue, in our approach we innovatively use 
the security requirements and risk model, as shown in 
Figure 1, to guide the formation of formal contexts. 

The model in Figure 1 helps to formulate four 
interesting cases for risk assessment: 1) A Threat 
Assessment Case to know which requirements are 
“driven by” a shared set of Threats to Assets that are 
applicable to; 2) A Vulnerability Assessment Case to 
know which requirements collectively try to “prevent” 
exploitable Vulnerabilities in Assets that are applicable 
to; 3) A Countermeasure Assessment Case to know 
which requirements “suggest” to collectively enforce a 
set of Countermeasures for the Assets that are 
applicable to; and 4) A Risk Assessment Case to know 
which requirements are “driven by” a shared set of 
Threats that can “damage” Assets by “exploiting” 
Vulnerabilities; and the Countermeasures “suggested” 
by requirements to mitigate the Vulnerabilities.  

To systematically answer these questions using 
FCA, the requirements categories in an analysis pool 
are interpreted as formal objects, related risk 
components as formal attributes, and their 
relationships (dyadic predicates, e.g. driven_by {C&A 
requirement, Threat}) are recorded as crosses in the 
formal context relation. For the example scenario, the 
“Network/Internet Access Control” requirement 
category forms a formal object, its related risk 
components (as shown in Figure 3) form the formal 
attributes based on the selected assessment case, and 
their relationships are depicted as a cross in the formal 
context relation. Similarly, other requirement 
categories and related risk components in the analysis 
pool are added to the formal context.  

For the Risk Assessment Case, in the example 
scenario, a formal context is prepared in Figure 5. 
Patterns of significant interactions among different 
classes of constraints on system behavior, now readily 
become apparent from the dimensions of risk 
components necessary for risk assessment.  
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Figure 5: Formal Context for the Risk Assessment Case 

3.4.2.1 Augmenting the Formal Context 
The formal context can be augmented based on the 

domain semantics available from the PDO. 
Specifically, the hierarchical “is-a” relationships 
among C&A requirements categories as well as among 
risk components in the PDO, can be used to augment 
the formal context for making valuable inferences 
about possible correlations. Nevertheless, domain 
semantics should be preserved across the knowledge 
representation of the PDO and the formal context [5] 
[22] even after augmentation. Ontological concepts in 
the PDO are hierarchically related based on their level 
of abstraction; whereas, the concept hierarchy (partial 
order) in the FCA concept space is purely based on the 
containment relationship between formal concept 
extents or intents. Therefore, for the formal objects or 
formal attributes, that are ontological concepts with 
subsumption relationship among them in the PDO, we 
augment the formal context based on the rules that 
preserve the domain semantics reflected in the PDO 
with the formal concepts and their partial order.  

The augmentation rule for capturing inheritance 
relationship between the formal objects (requirements 
categories in the PDO) is: Given that g1, g2 ∈ G, m ∈ 
M and sub-class (g1, g2) means g1 is subsumed by g2,  

(sub-class (g1, g2) ∧ ((g2, m) ∈  I))  ((g1, m) ∈  I) 
Based on this rule, in Figure 5, since the formal 

object of “Network/Internet Access Control” is 
subsumed by “Logical Access Control” in the 
requirements domain model of the PDO, the former 
participates in all the relationships with risk 
components (formal attributes) that the latter 
participates in. As a result, the vulnerability of “Excess 
Privileges” related to “Logical Access Control” is now 
extended into the context of “Network/Internet Access 
Control” category. This helps to infer the cascading 
effect of failure in the “Personnel Screening” category 

(related to “Excess Privileges” vulnerability) in the 
context of “Network/Internet Access Control” category. 

Similarly, the augmentation rule for capturing 
inheritance relationship between the formal attributes 
(risk components in the PDO) is: Given g ∈ G and  
m1, m2 ∈ M 

(sub-class (m1, m2) ∧ ((g, m1) ∈  I))  ((g, m2) ∈  I) 
Based on this rule, in Figure 5, since the formal 

attribute of “Data in Transit” is subsumed by “Data” in 
the Asset taxonomy of the PDO, all requirements 
categories (formal objects) that participate in a 
relationship with the former also participate with the 
latter. As a result, the requirement categories of 
“Network/Internet Access Control”, “Product 
Specification and Evaluation”, and “Production and I/O 
Controls” related to “Data in transit” are now extended 
into the context of “Data”. This helps to infer the 
cascading effect of failure in the “Personnel 
Screening” category (which is also related to the asset 
of “Data”) on the multi-dimensional constraints 
imposed by various requirements categories that are 
now understood to be collectively contributing to 
projecting the asset of “Data” in the given scenario. 

Thus, augmenting the formal context using domain 
semantics helps to systematically perceive the true 
extent of the risk assessment problem space.  
3.4.2.2 The Concept Lattice of a Formal Context 

The partially ordered set of all formal concepts in 
Figure 5 is shown in Figure 6 as a complete lattice. 
The concept lattice provides a compact and visual 
representation to analyze all potential correlations 
among C&A requirements categories in the given 
scenario, while facilitating their interpretation for risk 
assessment. The explanations of formal concepts 
“C14” and “C15” as shown in Figure 6 are generated 
by systematically interpreting their intents and extents 
based on the requirements and risk model in Figure 1. 
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The understanding of formal concepts developed based 
on concrete references in the given situated problem 
concept space helps certification analysts to rationally 

interpret the “necessity and sufficiency” of a set of 
correlated security constraints imposed by C&A 
requirements in addressing the risks perceived. 

 
Figure 6: Concept Lattice for the formal context shown in Figure 5 

3.5 Step 5: Metrics and Measures 
The concept lattice of any formal context is 

complete, and each arbitrary collection of formal 
concepts has a greatest common subconcept (infimum) 
and a least common superconcept (supremum) [18].  

Based on our application of FCA, these algebraic 
operations on formal concepts help to develop the 
following metrics and measures in a given scenario:  
− Risk upper bound due to correlation among any 
arbitrary number of chosen requirement categories: 
It is identified by computing the supremum of the most 
specific formal concepts related to the chosen 
requirements categories. The combination of risk 
components in the intent of the supremum expresses 
the upper bound of risks due to non-compliance in the 
chosen requirements categories. The collection of 
requirements categories in the extent of the supremum 
expresses the maximum possible propagative effect 
due to non-compliance in the chosen requirements 
categories, which lead to the risk upper bound.  
− Risk lower bound due to correlation among any 
arbitrary number of chosen requirement categories: 
It is identified by computing the infimum of the most 
specific formal concepts related to the chosen 
requirements categories. The combination of risk 

components in the intent of the infimum expresses the 
lower bound of risks due to non-compliance in the 
chosen requirements categories. The collection of 
requirements categories in the extent of the infimum 
expresses the minimum possible propagative effect due 
to non-compliance in the chosen requirements 
categories, which lead to the risk lower-bound. 
− Requirement Category Correlation Index: It is 
generated by dividing the number of occurrences of a 
requirement category in the extent of all formal 
concepts in the lattice, with the total number of formal 
concepts. In the range of [0, 1], higher the index of a 
requirement category, higher is the potential for its 
correlation with other requirements categories. 
− Risk Component Criticality Index: It is generated 
by dividing the number of occurrences of a risk 
component in the intent of all formal concepts in the 
lattice, with the total number of formal concepts. In the 
range of [0, 1], higher the index for a risk component, 
higher is its dependency on the collective compliance 
in many requirements categories. This index is 
maintained for each type of risk component. 

With some practice, metrics for risk upper and 
lower bounds can also be visually computed by 
selecting two or more nodes in the concept lattice. For 
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example by selecting the nodes “C14” and “C15,” 
correlations among the requirements categories in the 
union of their extents can be examined. Therefore, the 
risk upper bound for “Enclave Boundary Defense,” 
“Monitoring,” and “Network/Internet Access Control” 
requirement categories can be computed by identifying 
the supremum of nodes “C14” and “C15”, which is the 
lowest common node reached via ascending paths from 
both nodes, that is, node “C23.” From its intent, we 
understand that the risk upper bound as the Threat of 
“Unauthorized Activities” to the Assets of “Enclave” 
within the “DoD Information System.” The collection 
of “Logical Access Control,” “Authentication and 
Identification,” “Personnel Screening,” “Audit Trails,” 
“Enclave Boundary Defense,” “Monitoring,” and 
“Network/Internet Access Control” in its extent 
expresses the maximum possible propagative effect 
due to non-compliance in the chosen requirements 
categories, which lead to the risk upper bound. The 
certification analyst can now objectively reason about 
possible risks by examining the evidences gathered 
using compliance questionnaires (section 2.2.2) for 
C&A requirements in these categories. In addition, 
generic risk components in the PDO can be mapped to 
real world entities of the target system to reflect the 
subjective criticality of risk components. For example, 
the asset of “Data in Transit” can be mapped to “Secret 
Policies” and the threat of “Data transmission Integrity 
Violation” can be mapped to “Hackers of Foreign 
Countries” in a particular scenario of the target system. 

Also, other metrics discussed in this section are 
used to prioritize C&A requirements and risk 
components in a given scenario as shown in Figure 6.  
3.5.1 The Implication Rules of a Formal Context 

In a formal context, an implication between subsets 
of formal attributes is denoted by A  B, where the 
attribute set A is the premise and attribute set B is the 
conclusion. An implication holds in a formal context if 
each formal object that is related to the attribute set in 
the premise is also related to the attribute set in the 
conclusion. Although the number of possible 
implications can be very large, a stem base [14] with 
the fewest number of implications exists from which 
all other implications can be derived. The stem base is 
sound, complete and non-redundant. Interestingly, the 
set of formal attributes in any implication of the stem 
base corresponds to the intent of a formal concept.  

In our approach, implications in a formal context 
correspond to possible implications between risk 
components in the given scenario. Therefore, from a 
risk assessment perspective, if the stem base of 
implications among risk components is demonstrated 
to be mitigated based on evidences gathered for C&A 
requirements (in the extent of each formal concept), 

then all possible implications among risk components 
can be assured to be covered (mathematically 100% 
risk coverage) in the given situated problem space. On 
the other hand, all possible implications among risk 
components due to non-compliance with C&A 
requirements also become apparent.  
4. C&A Documentation Artifacts 

Typical for most C&A approaches, DITSCAP 
requires extensive paperwork to produce a single 
System Security Authorization Agreement (SSAA) 
document. Although many task reports related to risk 
assessment are prepared by executing DITSCAP 
activities, the SSAA outline only includes a “Section 
2.3 Threat Description” in the main document, and the 
“Residual Risk Assessment Results” section as 
appendix. It is left entirely up to the discretion of the 
certification analyst to manage, analyze and document 
the results of risk assessment. As a result, despite risk 
assessment activities being spread throughout the 
DITSCAP, they are only superficially interleaved with 
security C&A requirements related activities. To this 
end, the risk assessment artifacts resulting from our 
step-wise methodology make several contributions: 
− Risk assessment is tightly integrated with the process 

of understanding C&A requirements applicability 
and compliance in the context of the target system. 

− Well-defined metrics and measures facilitate an 
overall risk-based strategy to prioritize C&A 
requirements compliance efforts from the early 
stages of the software lifecycle 

− Visual illustrations are accessible to diverse 
stakeholders for understanding C&A documentation 

− Well-defined artifacts act as a baseline to guide the 
creation of task reports required for various C&A 
risk assessment activities. For example, various 
analysis pools provide a baseline to justify the threat 
descriptions task reports and vice versa. 

− Combined understanding of the technical and non-
technical security constraints in the context of 
operational system scenarios of the real world.  For 
example, the impact of technical vulnerabilities 
identified in the “Vulnerability Assessment Task 
Report” in the DITSCAP SSAA [10] can be 
understood in context of relevant analysis pools.   

5. Contributions and Future Work 
We presented a C&A requirements-driven approach 

to risk assessment for complex software systems. Our 
approach facilitates the discovery of an exhaustive set 
of C&A requirements applicable in a given operational 
scenario of the target system, and understanding of 
their correlations with application to risk assessment. 
The FCA algebraic model of correlations among C&A 
requirements categories facilitates the development of 
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metrics that help to prioritize their value towards “risk-
free” secure system behavior in a given scenario.   

We identify that, as an assortment of analysis pools 
become available, recurring structures in their 
correlation model (formal concepts of FCA) can help 
to detect interactions across scenarios. Presently, we 
are investigating these analogical correlations to reveal 
unexpected interactions among scenarios. Our ongoing 
and future work also focuses on making available an 
integrated requirements-driven C&A workbench to 
support the methodology presented in this paper [25]. 
In addition to risk assessment, we expect to provide a 
more general approach to analyze correlations among 
requirements based on diverse modeling artifacts made 
available in a socio-technical environment.  
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