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Security breaches most often occur due to a cascading effect of failure among security constraints that 
collectively contribute to overall secure system behavior in a socio-technical environment. Therefore, during 

security certification activities, analysts must systematically take into account the nexus of causal chains that 

exist among security constraints imposed by regulatory requirements. Numerous regulatory requirements 
specified in natural language documents or listed in spreadsheets/databases do not facilitate such analysis. The 

work presented in this paper, outlines a step-wise methodology to discover and understand the multi-

dimensional correlations among regulatory requirements for the purpose of understanding the potential for risk 
due to non-compliance during system operation. Our lattice algebraic computational model helps estimate the 

collective adequacy of diverse security constraints imposed by regulatory requirements and their 

interdependencies with each other in a bounded scenario of investigation. Abstractions and visual metaphors 
combine human intuition with metrics available from the methodology to improve the understanding of risk 

based on the level of compliance with regulatory requirements. In addition, a problem domain ontology that 

classifies and categorizes regulatory requirements from multiple dimensions of a socio-technical environment 
promotes a common understanding among stakeholders during certification and accreditation activities. A 

preliminary empirical investigation of our theoretical propositions has been conducted in the domain of The 

United States Department of Defense Information Technology Security Certification and Accreditation Process 
(DITSCAP). This work contributes a novel approach to understand the level of compliance with regulatory 

requirements in terms of the potential for risk during system operation. 

 
Categories and Subject Descriptors: D.2.1 [Software Engineering]: Requirements/Specifications –

methodologies, tools; K.5.2 [Computing Milieux]: Legal Aspects of Computing --- governmental issues, 
regulations 
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1. INTRODUCTION 

Achieving compliance with security regulations is a significant undertaking while 

developing and maintaining critical software systems. Organizations now perceive 

regulatory compliance as a primary driver of lifecycle security efforts for their critical 

software systems and infrastructures, even surpassing worms and viruses [24]. However, 

the growing number of regulations and the exhaustive process of complying with 

numerous regulatory security requirements pose huge costs in the government, defense 

and private sectors. Despite these costs, reports [16] [69] [70] [24] indicate that the 

process of assessing compliance with regulatory security requirements is irregular and 

unreliable. Often infrastructure-wide standard Certification and Accreditation (C&A) 

processes fail to provide adequate information for authorizing officials to understand 

security risks and make informed decisions [69].  
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Security certification activities establish the extent to which a particular design and 

implementation meets a set of specified regulatory security requirements (usually referred 

to as baseline security controls) [19]. Compliance with regulatory requirements is 

mandatory if found applicable to the software system being certified. To consider the 

unique characteristics of every software system and its environment, C&A activities 

recommend a flexible risk-based strategy to come up with cost-effective security 

solutions. Following certification, the goal of accreditation activities is to agree upon an 

“acceptable level of risk” for authorizing system operation as shown in Fig. 1. It should 

be noted that, the C&A process is not something that is established once to get over with; 

but, it is a commitment that lasts throughout the software system lifecycle from inception 

through development and deployment to phase out [30]. 
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Fig. 1. Certification and Accreditation Activities 

During the C&A process, as shown in Fig. 1, the level of compliance with regulatory 

requirements becomes a key input for stakeholders involved in the accreditation activities 

to understand the potential for “risk” during system operation. With growing software 

system complexity, security breaches most often occur due to a cascading effect of failure 

among security constraints (e.g. weakest link syndrome) that collectively contribute to 

overall secure software system behavior in a socio-technical environment. As a result, 

understanding the necessity and sufficiency of regulatory requirements and 

corresponding countermeasures in support of an operational environment with acceptable 

level of risk is not a mere checklist exercise. To understand the true potential for risk, 

certification analysts and accreditation officials must systematically take into account the 

nexus of causal chains that exist among regulatory requirements. However, numerous 

regulatory requirements specified in natural language documents or listed in 

spreadsheets/databases do not facilitate such analysis. In addition, the large collection of 

compliance evidence resulting from certification activities is now far beyond the capacity 

of manual approaches to understand the potential for risk due to non-compliance without 

additional representational and cognitive aids. To address these issues, the work 

presented in this paper, outlines a step-wise methodology to discover and understand the 

multi-dimensional correlations among regulatory security requirements to understand the 

potential for risk during system operation due to non-compliance. 

“Risk” is best understood as a function of the likelihood of a future adverse event and 

its impact [64]. The assessment of this likelihood and impact requires the consideration of 

a combination of extrinsic and intrinsic factors of a software system. The extrinsic factors 

include threat likelihood (i.e. a combination of agent, motive, means and opportunity) and 

asset value (i.e. importance to stakeholders and impact to business/mission). The intrinsic 

factors include the potential of vulnerabilities (weaknesses in the system or its 

environment) and the collective effectiveness of installed countermeasures (i.e. 

constraints imposed by security requirements) to avoid vulnerabilities through systematic 

design practices or making them unreachable to threats. A regulatory requirements-driven 

approach most naturally contributes towards the understanding of the intrinsic factors, 
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while providing implicit traceability to the extrinsic factors that motivate the applicability 

(and authoring) of regulatory requirements for a certain organization/business/mission. 

For example, the orange book [17] threat model (penetration, malicious code, and 

subversion) for the Department of Defense (DoD) was the basis for the corresponding 

evaluation criteria requirements. Particularly from an intrinsic perspective, understanding 

the interdependencies among constraints imposed by regulatory requirements in the 

operational system context is important to realize the potential for risk from a cascading 

failure in a complex system. Our methodology is most appealing as a starting point to 

later support the activities for assessing the likelihood and impact of adverse events in the 

system operational context. The goal is to provide initial context to reason about possible 

risks due to non-compliance that may eventually lead to a more comprehensive risk 

assessment. Our contributions towards risk assessment should be interpreted in this 

scope. The presented methodology does not attempt to assign values for threat likelihood, 

asset value, impact, vulnerability likelihood, or countermeasure costs, but provides a 

structured context in which such values if known could be used to rationally influence 

decision-making.  

Our methodology relies on a requirements engineering framework to explicate 

regulatory requirements and related domain concepts from natural language documents 

and represent them using ontological domain modeling techniques [42]. The resulting 

Problem Domain Ontology (PDO) establishes the semantics of each requirement through 

its relationships with domain concepts in a socio-technical environment. Hierarchies of 

domain concepts in the ontology further classify and categorize requirements from 

multiple dimensions at different levels of abstraction. We leverage such rich conceptual 

understanding of regulatory requirements available from the PDO to facilitate a 

systematic analysis of their multi-dimensional correlations in the context of a software 

system. In a bounded scenario of investigation, conceptual overlaps among different 

classes of security constraints imposed by regulatory requirements are revealed based on 

related risk components. These conceptual overlaps are discovered and understood based 

on the theory of Formal Concept Analysis (FCA) [26] along with the domain semantics 

from the PDO. With analytical interventions from a certification analyst, the 

methodology provides semi-automated support through an integrated requirements-

driven C&A workbench [38]. We elaborate further on the followings in this paper: 

− To establish the semantics of security requirements based on attributes relevant to 

risk, we outline an explicit security requirements and risk relationship model 

(Section 3). The model acts as a mechanism to systematically elicit the risk 

components related to a security requirement specified in regulatory documents.  

− To discover the multi-dimensional correlations among regulatory requirements for 

understanding the potential for risk during system operation, we discuss each step in 

our methodology. We use the regulatory requirements mandated by the Department 

of Defense Information Technology Security Certification and Accreditation Process 

(DITSCAP) [19] to provide illustrative examples (Section 4).  

− To address the complexity of multi-dimensional analysis, we employ visual analytics 

to facilitate decision making based on evidence of non-compliance (Section 4.6). 

Visual metaphors derived from quantitative and qualitative metrics of requirements 

readily illustrate the potential for risk during system operation. 

− A preliminary qualitative investigation of our theoretical propositions has been 

conducted in the DITSCAP domain. By gathering feedback from subject matter 

experts, we study how and why execution of the methodology improves the 

understanding of the potential for risk during system operation, given the compliance 

evidence from certification activities (Section 5).  
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2. BACKGROUND ON MODELING REGULATORY REQUIREMENTS 

The regulatory security requirements provide a comprehensive coverage of security needs 

in the unique socio-technical environment of an organization. However, these regulatory 

requirements reflect the interests of multiple stakeholders in the organization who 

perceive risks from diverse viewpoints and at different levels of abstraction. 

Consequently, numerous requirements are scattered across documents originating from 

different levels in the organizational hierarchy without any regularity in their natural 

language specifications. These requirements also lack appropriate classification and 

categorization of the types of security constraints they enforce on system behavior. For 

example, some requirements impose abstract security constraints that cross-cut many 

aspects of system behavior, whereas other requirements mandate specific security 

constraints, which are applicable only in a particular instance of system design and 

implementation. Due to these issues, it is difficult to understand what constraints on 

software behavior are adequate in a given context and what level of resources should be 

expended upon them [68] for operating the system at an acceptable level of risk. 

Before any meaningful analysis can be performed using regulatory security 

requirements, it is necessary to first identify the attributes that classify and categorize 

them to the dimensions which are relevant to the problem solving activity. For example, 

Robinson et al. [56] use hierarchical requirements structuring and grouping for 

identifying conflicts. Cysneiros et al. [37] suggest a hyperlinked lexicon representing 

common vocabulary in the domain to integrate non-functional requirements with 

functional design artifacts. Wasson [75] recommends capturing various explications of 

concepts related to domain semantics to better manage the risk of mis-communication in 

requirements. Formalization of goals extracted from regulatory policies to clarify 

ambiguities is also suggested by Travis et al. [10].  

In our approach, rather than relying on any single requirements modeling philosophy, 

we explicate each regulatory security requirement based on attributes that capture the 

goals, scenarios, viewpoints and other domain-specific concepts necessary for precisely 

establishing their semantics. However, for requirements specified in natural language 

these attributes are often missing, ambiguous or dispersed across multiple documents, 

limiting the use of formal approaches to process them. To address these issues, we have 

identified several heuristics [42] that help in eliciting these attributes present sparsely in 

regulatory documents by applying complementary requirements engineering techniques. 

Specifically, guided by the Ontology-based ACTive Requirements Engineering (Onto-

ActRE) framework [39], we harness the expressiveness of ontologies to classify and 

categorize regulatory requirements from the following dimensions: 1) a requirements 

domain model of security requirement types that hierarchically categorizes regulatory 

requirements; 2) a viewpoints hierarchy that models different perspectives and related 

stakeholders of a regulatory requirement; 3) a C&A process goal hierarchy and associated 

scenarios to express C&A process activities related to a regulatory requirement; and 4) 

domain-specific taxonomies of risk components of assets, threats, vulnerabilities, and 

countermeasures related to regulatory requirements. This representation of regulatory 

security requirements, using object-oriented ontological domain modeling techniques, 

transforms them into an interconnected web of information pieces that can be processed 

independent of any requirements modeling language, or analysis technique. Within this 

inter-connected web, the semantics of a requirement is established based on what 

concepts it is related to, and how it is related to those concepts.  

C&A activities require evidence to be collected from the system being certified to 

assess its level of compliance with regulatory requirements. Therefore, for each 

requirement, the PDO development involves the creation of structured compliance 

questionnaires by a domain expert who has many years of experience performing the 

C&A activities. Each question has well-defined answer options that reflect ordered levels 
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of compliance prepared from the conjunction of criteria necessary to objectively reason 

about the level of compliance of the target system based on responses gathered from 

various resources [42].  

Currently, the Onto-ActRE framework has been applied to the DITSCAP by 

processing approximately 800 pages of regulatory documents (a representative set of 

DITSCAP regulatory documents). The resulting DITSCAP PDO includes 604 domain 

concepts that help to understand 533 C&A requirements. Although, details about building 

the PDO in the DITSCAP domain are described in our prior publications [40] [42] [41]; 

in the following section we briefly elaborate on the process of analyzing a DITSCAP 

requirement for identifying its relationships with domain-specific risk components, which 

is suitable for the scope of the work presented in this paper. 

 

3. SECURITY REQUIREMENT & RISK COMPONENT RELATIONSHIP MODEL 

Risk breaks down into three components: assets, threats and vulnerabilities [2]. A typical 

risk assessment process begins with the identification of critical assets and system 

characterization, followed by the enumeration of threats to those assets, and 

vulnerabilities that can expose assets to threats. After the analysis of existing 

countermeasures in place, the risk assessment process proceeds to determine the 

likelihood and impact of an adverse event to determine risk and finally develop 

recommendation to reduce risk [64]. In the context of the C&A process, at the end of the 

certification activities, the level of compliance with regulatory requirements plays a 

significant role in determining the collective effectiveness (necessity and sufficiency) of 

the installed countermeasures in mitigating the possibility of vulnerabilities that can 

expose assets to threats in the system operational context. In particular, to determine the 

likelihood of an adverse event and its impact, the perceived threats must be analyzed in 

context of the potential vulnerabilities that can be exploited and the countermeasures in 

place to mitigate the vulnerabilities [64]. Therefore, to systematically understand the 

potential for “risk” based on the level of compliance with regulatory security 

requirements, it is first necessary to explicate the relationships between the requirements 

and the risk components including the suggested countermeasures.  

To systematically inquire about risk components expressed (or missing) in natural 

language regulatory security requirements descriptions, we extend the Common Criteria 

security model [15] to also include security requirements. The resulting model, as shown 

in Fig. 2, leads to the conceptualization of a security requirement in terms of its related 

risk components.  

D
A

M
A

G
E

*

1..*

MISSION 
CRITICALITY

HAVE* 1

*
RISKS

INCREASE

L
E
A

D
 T

O

REDUCE

1..*

1..*

1..*

1..*

1..*

*

*

HAVE

EXPLOIT

1..* *

HAVE

* *

MITIGATES

*1..*

THREATS

SECURITY
REQUIREMENTS

APPLY TO
*

1..*

SUGGEST

DRIV
EN B

Y

P
R

E
V

E
N

T

1..*

1..*

*

1..*

*

*

VULNERABILITIES
COUNTER

MEASURES

ASSETS

 

Fig. 2. Security Requirements and Risk Components Relationship Model 

Navigation of the relationships in the model of Fig. 2, poses the following questions to 

explicate the risk components related to a security requirement: 
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− What threats drive the applicability of the security requirement?  

− What vulnerabilities are prevented by the security requirement? 

− What countermeasures are suggested by the security requirement? 

− What assets does the security requirement apply to?  

Applying this method to regulatory security requirements identifies the most critical 

risk components in an application domain, which may be explicitly or implicitly 

expressed by stakeholders at different levels of abstraction. We practiced this strategy in 

the DITSCAP domain by analyzing each of its regulatory security requirements. Based 

on the model in Fig. 2, for each requirement, a domain expert identifies the relevant risk 

components and maps them to the concepts in the domain-specific taxonomies of threats, 

assets, vulnerabilities, and countermeasures modeled in the PDO. Processing a 

requirement description involves heuristics based on domain expertise, keyword analysis, 

regulatory document exploration, hierarchical browsing of existing concepts in the PDO 

and navigating their relationships. As an example, Fig. 3 shows the risk components 

identified for the DITSCAP “Boundary Defense” requirement [20]. After such 

processing, the discovered relationships are modeled as non-taxonomical links among 

security requirements and risk components in the PDO. 

Requirement Name: Boundary Defense

Information Assurance Service: Confidentiality

Description: Boundary defense mechanisms to include firewalls and network intrusion detection systems (IDS) 
are deployed at the enclave boundary to the wide area network, at layered or internal enclave boundaries and at 
key points in the network, as required. All Internet access is proxied through Internet access points that are 
under the management and control of the enclave and are isolated from other DoD information systems by 
physical or technical means.
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Fig. 3. Analyzing a DITSCAP Requirement 

 

4. DISCOVERING MULTI-DIMENSIONAL CORRELATIONS AMONG 
REGULATORY REQUIREMENTS TO UNDERSTAND RISK 

The steps in our methodology are designed to support certification analysts in 

systematically estimating the collective adequacy of diverse security constraints imposed 

by regulatory requirements, or lack thereof leading to potential security risks in the 

context of system operation. The methodology derives the semantics of security 

requirements from the PDO and reveals multi-dimensional correlations among them 

using the theory of Formal Concept Analysis (FCA) [26]. The resulting insights help an 

analyst to establish „links‟ among security requirements from various aspects/dimensions 

in the context of system operation and understand the “true” extent of risks due to non-

compliance. We now detail the steps in our methodology. 
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4.1 STEP 1: Goal-driven Scenario Composition  

The notion of “risk” being fundamentally subjective, its understanding cannot be 

separated from the environment in which the system operates or its purpose. Therefore, to 

explicitly consider system context in our methodology, we use operational scenarios as 

triggers for an effort to understand the potential for risk due to non-compliance. While at 

a broad system scope it may be difficult to enumerate possible situations that lead to risk, 

operational scenarios help focus on specific functionalities provided by the system. For a 

large and complex system, scenarios provide a situated and bounded context to map the 

abstract constraints specified by regulatory security requirements to their concrete 

implementations. During certification activities, operational scenarios can be easily 

elicited from domain experts and/or derived from other artifacts (e.g. use/misuse cases, 

system manuals, etc.) of the software system. 

Evidence-based safety certification [47] also takes a scenario-based approach. It 

involves identifying potential failure modes that lead to hazards in the system context; 

and then, providing evidence that these failure modes are unlikely to occur or have been 

mitigated to an acceptable level based on safety requirements. The CORAS model-based 

risk assessment approach [1] also employs misuse case [4] scenarios to identify threats to 

the selected assets. Voas [74] further suggests that C&A artifacts should be bound to a 

certain environment, which is similar to the USDA meat certification practices.  

A purpose helps justify the fitness of the investigations being made. In the context of 

the methodology, clearly defined “goals” help justify the choice of a particular 

operational scenario. Therefore, in this step, scenario selection (or its composition if none 

exists) is justified based on their ability to satisfy the C&A process goals. In some cases, 

operational scenarios of the software system can be identified first and then appropriate 

goals can be discovered to interpret their results in terms of the C&A process. A goal-

scenario coupling provides an explicit metric for the coverage of the system operational 

context considered for the purpose of the C&A activities. The output of this step is a 

collection of scenarios identified or composed by considering the C&A process goals. 

To understand each step in the methodology, consider a hypothetical situation where 

the DITSCAP is being applied to a software system that hosts a data repository for 

certain Department of Defense (DoD) missions. To satisfy the C&A process goal of 

“assess risks at system interfaces” [19], the following operational scenario is composed 

by the certification analyst from the remote access use-case of the software system:  

“The enclave boundary enables remote access for all users with appropriate 

authentication and identification mechanisms.”  

In the DoD domain, an “enclave” refers to “collection of computing environments 

connected by one or more internal networks…” [20], whose examples include local area 

networks and the applications they host, backbone networks, and data processing centers. 

The “enclave boundary” refers to “the point at which an enclave’s internal network 

service layer connects to an external network’s service layer” [20]. 

4.2 STEP 2: Forming an Analysis Pool 

In this step, the investigation of potential risks is scoped based on the set of regulatory 

security requirements discovered to be applicable in the selected operational scenario of 

the software system.  Essentially, each operational scenario identified in the previous step 

drives the formation of an Analysis Pool. We define the analysis pool as an exhaustive set 

of regulatory security requirements that collectively contribute to secure software system 

behavior in a given scenario.  

Given numerous regulatory requirements, exhaustive coverage of their search space is 

important to discover requirements originating from distant sets or in different regulatory 

documents while populating the analysis pool. It concerns the „requirements distance‟ 

problem [32], which is recognized as a non-trivial problem in requirements engineering 
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that cannot be handled well through a manual inspection of several natural language 

regulatory documents. To address these issues, the PDO allows a combination of 

syntactic and semantic search strategies to discover regulatory requirements that are 

applicable in a given operational scenario. In particular, syntactic keyword-based 

techniques are used to seed the exploration of requirements at diverse points in the entire 

search space (i.e. the PDO); while semantic exploration-based search techniques help 

discover applicable requirements in close conceptual proximity from the initial seeds. 

Sources of keywords include goal and scenario descriptions, domain experts, or 

keywords based on query expansion [43] (e.g. synonyms in regulatory documents). 

Exploration-based techniques leverage the conceptual proximity among requirements in 

the PDO; for example, sibling, parent or non-taxonomical relationships among 

requirement categories.  

Tool support for this step in the integrated C&A workbench [38] uses SPARQL [55]  

to perform keyword-based search on the PDO. In the example scenario, keywords of 

“enclave boundary” “remote access” and “authentication and identification” are 

identified from the scenario description to first apply the keyword-based search strategy. 

An analyst examines the search results and interactively chooses only those requirements 

that are applicable in the scenario. This initial set of requirements is shown in Table I. 

Table I. The Set of Requirements added to the Analysis Pool  

by Keyword-based Search Strategy 

Requirements selected from the results of keyword-based search Requirements Category in the PDO

EBBD-2: Boundary Defense 

Enclave Boundary DefenseECVI-1: Voice over IP

ECIM-1: Instant Messaging

IAIA-1 Individual Identification
Authentication and Identification

IATS-1 Token and Certificate Standards

EBPW-1 Public WAN Connection

Network/Internet Access Control

Federal Requirement: Regulate Remote Access

EBRU-1 Remote Access for User Functions

EBRP-1 Remote Access for Privileged Functions

EBRU-1 Remote Access for User Functions

EBRU-1 Protection of remote access mechanisms for user functions

EBRU-1 Remote Access for User Functions use encryption

EBRP-1 Remote Access audit trails for Privileged Functions

DoN Requirement: Use VPN for Remote Access
 

The set of requirements in the initial search results using keywords are then browsed 

using exploration-based search techniques of: 1) Focused hierarchical browsing (similar 

to file system browsing) of sibling and parent requirements; and 2) Multi-dimensional 

browsing of non-taxonomical interdependencies among requirements through related 

concepts in the PDO. In the example scenario, other requirements in the conceptual 

proximity of the requirements in Table I are now explored. For example, using the 

focused hierarchical browsing, it is discovered that requirements in the “Logical Access 

Control” category, which is parent of the “Network/Internet Access Control” category in 

the PDO, are also applicable in the current scenario. These requirements are added to the 

analysis pool, as shown in the first row of Table II.  

Finally, using multi-dimensional browsing the analyst explores the non-taxonomical 

relationships of each requirement in Table I. Such exploration includes directly related 

requirements; or requirements related through stakeholders in the viewpoint hierarchy, 

C&A process goals in the goal hierarchy, or risk components in the risk assessment 

taxonomy of the PDO. For example, the analyst discovers that requirements in the 

“Network/Internet Access Control” category are related to requirements in the “Personnel 

Screening” category through the Viewpoint of “System Administrator” in the viewpoint 

hierarchy of the PDO, and are applicable in the current scenario. After a similar discovery 

process, the requirements shown in rows 2 through 7 of Table II are added to the analysis 
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pool. To demonstrate rigor in the requirements selection process, the search criteria that 

led to the selection of a requirement are explicitly recorded and associated with that 

requirement in the analysis pool. 

Table II. The Set of Requirements added to the Analysis pool  

by Exploration-based Search Strategies 

Requirements discovered through 
Exploration-based search

Requirements 
Category in the 

PDO
Method of discovery

ECLP-1 Privileged accounts assigned 
to privileged users

Logical Access 
Control

“Logical Access Control” category subsumes
“Network/Internet Access Control” Category in the 
Requirements Domain Model of the PDO

ECLP-1 Least Privileges and 
Separation of duty

ECLP-1 Privileged accounts limited to 
privileged functions

DoN Requirement: Use Public Key 
Infrastructure

Access Control for privileged users 
and IA officer Personnel 

Screening

“Network/Internet Access Control”  and “Personnel 
Screening” categories of the Requirements Domain Model 
are related through the Viewpoint of “System 
Administrator” in the Viewpoint hierarchy

IA Manager, IA Officer, and privileged 
users undergo security clearance

ECTP-1 Audit Trail Protection

Audit Trails
“Network/Internet Access Control”  and “Audit Trails” 
categories of the Requirements Domain Model are related 
through the “requires” relationship

ECAT-1 Audit Trail, Monitoring, 
Analysis and Reporting

EBVC-1 All VPN Traffic 
visible to IDS

Monitoring

“Enclave Boundary Defense”  and “Monitoring” categories of 
the Requirements Domain Model are share the 
Countermeasure of “Install Firewalls and IDS at key 
points in the Enclave with appropriate configurations”
in the Countermeasure taxonomy

IAM, IAO and privileged users 
maintain knowledge of system Security 

Awareness and 
Training

“Personnel Screening”  and “Security Awareness and 
Training” categories of the Requirements Domain Model are 
related through are related through the Viewpoints of 
“System Administrator”, “IAO” and “IAM” in the 
Viewpoint hierarchy

DoN Requirement: Privileged users 
require Training

DCSR-2 Specified Robustness
Product 

Specification and 
Evaluation

“Enclave Boundary Defense”  and “Product Specification and 
Evaluation” categories of the Requirements Domain Model 
are related through the “requires” relationship

ECCT-1 Encryption for Confidentiality
Production, I/O 

Controls

“Enclave Boundary Defense”  and “Production, I/O Controls” 
categories of the Requirements Domain Model are related 
through the “requires” relationship

 

We emphasize that the analysis pool is formed after a systematic and iterative 

exploration of regulatory requirements search space (based on a common understanding 

provided by the PDO) that spans diverse stakeholder concerns from different levels in the 

organization for secure system behavior in a given application domain. 

4.3 STEP 3: Introducing Abstractions in the Analysis Pool 

Even for a trivial scenario, the analysis pool can contain many applicable regulatory 

requirements. In the resulting problem space it is easy to get lost in the details of 

numerous individual regulatory requirements while missing the bigger picture, i.e. 

missing the forest for the trees. Therefore, in this step we introduce abstractions in the 

analysis pool to reduce its cognitive burden as well as computational complexity.  

Kramer et al. [36] describe the role of abstraction in software engineering, “as a 

cognitive means according to which, in order to overcome complexity at a specific stage 

of a problem solving situation, we concentrate on the essential features of our subject of 

thought, and ignore irrelevant details.” Similarly, in this step of the methodology the 

purpose of abstraction is to highlight the different classes of security constraints in the 

analysis pool and ignore the details of individual requirements. To introduce such 

abstractions we rely on the categorization of regulatory security requirements available 

through the PDO. Specifically, the requirement categories in requirements domain model 

of the PDO are security requirement types that hierarchically group regulatory 

requirements. Therefore, we abstract individual requirements to their most specific parent 

requirement category in the PDO to help better focus on different classes of security 

constraints in the analysis pool. The identified requirement categories also reveal the 
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level of abstraction of requirements in the analysis pool. To compute the abstraction we 

use the realization inference [7], which finds the most specific parent requirement 

category in the PDO that a given requirement belongs to.  

Requirement categories reduce complexity of the analysis pool by grouping 

conceptually similar requirements; however, this abstraction must still preserve the 

meaning of the original requirements. Therefore, to limit the interpretation of a 

requirement category only in terms of the requirements it abstracts in the analysis pool, 

the relationships of an individual requirement with other concepts in the PDO are now 

associated with its requirement category obtained after the abstraction process. For the 

purpose of understanding the potential for risk due to non-compliance, we only consider 

the relationships between requirements and risk components (Fig. 2) in the PDO.  

For the example scenario, the “Enclave Boundary Defense” requirement category is 

identified by the realization inference on three security requirements in the analysis pool 

(first three rows in Table I). As shown in row 1 of Table III, the requirement category is 

then associated with all the risk components identified from the PDO, which are related 

to the three requirements. Similarly, other requirement category profiles are created as 

shown in Table III. 

Table III. Requirement Category Profiles in the Analysis Pool 

Requirements 

Category
Threats Assets Countermeasures Vulnerabilities

Enclave 

Boundary 

Defense 

[3 Requirements]

• Unauthorized Network 

Traffic

• Unauthorized Internet 

Access

• Public IM Traffic

• Public VoIP Traffic

• Enclave

• DoD Information 

system

• Monitor installed software

• Install Firewalls and IDS at 

key points in the Enclave with 

appropriate configurations

• Managed Internet Access 

Control Points (DMZ)

• Configuration 

Vulnerability: Firewalls 

and IDS

• Use of Tampered 

Software

• Internet Access Not 

Proxied

Authentication 

and Identification 

[2 Requirements]

• Unauthorized Access
• DoD Information 

System

• User Password Management

• Key Management Procedures: 

Protection of Cryptographic 

keys

• Key Management Procedures: 

Standards and Procedures

• Fake Certificates

• Weak Key Size

• Password-based 

Authentication 

Vulnerabilities

Network/Internet 

Access Control 

[9 Requirements]

• Unauthorized Remote 

Access

• Unauthorized Telework 

Access

• Unauthorized Internet 

Access

• Unauthorized Network 

Traffic

• Information Leak, 

Unauthorized Access

• Data transmission 

Integrity Violation

• Unauthorized Activities

• Enclave

• DoD Information 

System

• Remote Access 

Mechanisms

• Audit Records

• Data in transit

• Managed Internet Access 

Control Points (DMZ)

• Mobile Computing and 

Teleworking Management

• VPN for Remote Access

• Encryption

• Key Management Procedures: 

Standards and Procedures

• Logging and Reviewing 

Events

• Internet Access Not 

Proxied

• Compromised Remote 

Access Terminals

• VPN without Blocking 

Mode

• Fake Certificates

• Weak Key Size

• IA Policy Violations

Logical Access 

Control

[4 Requirements]

• Unauthorized Access

• Employee-related 

Unauthorized Activities

• DoD Information 

System

• Privilege Management

• Personnel Screening

• Key Management Procedures: 

Protection of Cryptographic 

keys

• Key Management Procedures: 

Standards and Procedures

• Excess privileges

• Conflict of Interests

• Insufficient 

Background Checks

• Fake Certificates

• Weak Key Size

Personnel 

Screening

[2 Requirements]

• Employee-related 

Unauthorized Activities

• Enclave

• DoD Information 

System

• Hardware

• Software

• Firmware

• Data

• Control 

Information

• Personnel Screening

• Privilege Management

• Insufficient 

Background Checks

• Excess Privileges

Audit Trail 

[2 Requirements]

• Unauthorized Activities

• Data at Rest Integrity 

Violation

• Audit Records

• DoD Information 

Systems

• Logging and Reviewing 

Events
• IA Policy Violations

Security 

Awareness and 

Training 

[2 Requirements]

• Untrained Personnel

• Enclave

• DoD Information 

Systems

• Information Security Education 

and Training
• Lack of Training
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Security 

Awareness and 

Training 

[2 Requirements]

• Untrained Personnel

• Enclave

• DoD Information 

Systems

• Information Security Education 

and Training
• Lack of Training

Product 

Specification and 

Evaluation 

[1 Requirement]

• Data transmission 

Integrity Violation
• Data in transit

• Use of Certified COTS IA and 

IA enabled products

• Encryption

• Key Management Procedures: 

Standards and Procedures

• Use of Tampered 

Software

• Fake Certificates

• Weak Key Size

Production and 

I/O Controls 

[1 Requirement]

• Data transmission 

Integrity Violation
• Data in transit • Encryption

• Fake Certificates

• Weak Key Size

 

To move between levels of abstraction, traceability is maintained between the original 

requirements in the analysis pool and requirement categories in the PDO. In addition, the 

compliance evidence gathered using questionnaires (Section 2) associated with each 

individual requirement can be presented as required. 

4.4 STEP 4: Creating a Model of Correlations 

Abstractions in the analysis pool, “profile” each requirement category from the 

dimensions of related risk components. Understanding the potential for risk due to non-

compliance with regulatory requirements in the given scenario now requires a systematic 

review of these profiles. However, due to the complexity of each profile and possible 

multi-dimensional overlaps among them, the resulting correlations among requirement 

categories are hard to analyze without a cognitive aid. Therefore, to structure the analysis 

pool we construct a lattice algebraic computational model based on the mathematical 

theory of Formal Concept Analysis (FCA) [26]. 

FCA mathematically “formalizes” the philosophical understanding of a “concept” as a 

unit of thought constituted by its components: extent (connections to reality) and intent 

(human thinking/semantics). FCA bounds all its computations within a formal context 

such that the resulting formal concepts allow fixing enough references for rationally 

interpreting them in human communication and argumentation [26]. It has been shown 

that FCA and logic systems based on semantic networks can be connected through their 

conceptual structures [76]. This aspect has been highly explored for building ontologies 

using concepts suggested by FCA. However, our goal here is not to compare formal 

concepts in FCA to domain concepts in the PDO. Rather, we use formal concepts to 

systematically discover and understand the multi-dimensional correlations among the 

requirements in the analysis pool. We now briefly review the theory of FCA required for 

the steps in the methodology. 

4.4.1 An Introduction to Formal Concept Analysis. FCA defines a formal context as a 

triple: (G, M, I), where “G” is a set of formal objects; “M” is a set of formal attributes; 

and “I” is a binary relation between G and M, such that it is a subset of the Cartesian 

product G x M.  

To understand a formal concept, consider the mapping functions  and  such that: 

For a set of formal objects A  G,   (A) = {m  M |  g  A: (g, m)  I} (1) 

For a set of formal attributes B  M,   (B) = {g  G |  m  B: (g, m)  I} (2)  

Then a formal concept “c” is defined as a pair (A, B), if and only if: 

A = (B)  B = (A)      (3) 

The sets A = ext (c) and B = int (c) are the mathematical derived extent and the intent 

of the formal concept c, respectively. Intuitively, a formal concept is a maximal 

collection of objects sharing common attributes. A concept c0 = (A0, B0) is a subconcept 

of concept c1 = (A1, B1), written as c0 ≤ c1, iff: 
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A0  A1  or  B0  B1       (4) 

This subconcept relationship naturally corresponds to an inheritance hierarchy, where 

general concepts have fewer attributes than the concepts that specialize them. The 

subconcept relation forms a complete partial order over the set of all formal concepts and 

is represented as a complete lattice structure called the concept lattice.   

A concept lattice allows two basic algebraic operations upon formal concepts. For any 

arbitrary set of formal concepts, the Supremum (sup) operation gives the “least common 

super-concept” (least upper bound); and the Infimum (inf) operation gives the “greatest 

common sub-concept” (largest lower bound) in the lattice. They are defined as follows: 

 

 supiI (Ai, Bi) = (( ∩iI Bi) , ∩iI Bi )    (5) 

 infiI (Ai, Bi) = (∩iI Ai ,  ( ∩iI Ai))    (6) 

Intuitively, the supremum is the lowest common node in the concept lattice that can 

be reached from all the selected formal concepts via ascending paths (intersection of 

intents). Similarly, the infimum is the highest common node in the concept lattice that can 

be reached via descending paths from all the selected formal concepts (intersection of 

extents).  

Every formal object is associated with a unique formal concept, called the object 

concept. Similarly, every formal attribute is associated with a unique formal concept, 

called the attribute concepts. For a concept lattice L and formal concepts c  L they are 

computed as follows:   

  

 For g  G, the object concept,   (g) = inf ({c  L | g  ext[c]}) (7) 

 For m  M, the attribute concept,  (m) = sup ({c  L | m  int [c]}) (8) 

 The concept lattice becomes less cluttered by labeling the formal concepts only with 

their uniquely associated formal objects and formal attributes. An example formal 

context; formal concepts; and concept lattice are shown in Figure 4 (a), (b), and (c) 

respectively (adapted from [66]). For a node in the concept lattice of Figure 4 (b), the 

extent of the corresponding formal concept includes all the formal objects that are 

reachable by navigating downward (including the selected node); and its intent includes 

all the formal attributes reachable by navigating upward (including the selected node).  

xxxEquilateral-Triangle

xxIsosceles-Triangle

xScalene-Triangle

xRectangle

xxSquare
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e
s

R
e
g
u
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r

Is
o
s
c
e
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s

top = ({Square, Rectangle, Scalene-tr., Isosceles-tr., 

Equilateral-tr., }, {})

c5 = ({Scalene-tr., Isosceles-tr., Equilateral-tr., }, {3-Sides})

c4 = ({Isosceles-tr., Equilateral-tr.}, {3-Sides, Isosceles})

c3 = ({Square, Equilateral-tr.}, {Regular})

c2 = ({Square, Rectangle}, {4-Sides})

c1 = ({Equilateral-tr.}, {3-Sides, Regular, Isosceles})

c0 = ({Square}, {4-Sides, Regular})

bot= ({}, {4-Sides, 3-Sides, Regular, Isosceles})bot

c0
c1

c2 c3
c4

top

c5

Attributes

O
b

je
c
ts

(a) (b) (c)  
Fig. 4. (a) Example of a Formal Context; (b) Concept Lattice; and (c) Formal Concepts 

4.4.2 Constructing the Formal Context to Understand the Potential for Risks. FCA 

primitives based the notion of object-attribute pairs, provides a lot of flexibility in their 

use and interpretation [34]. To precisely understand where to apply FCA and how to 

interpret its findings to understand the potential for risk due to non-compliance, we 

consult the model in Fig. 2. Using FCA, each relationship between entities in the security 
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requirements and risk component in Fig. 2 can be studied individually or collectively as a 

chain of causal relationships. To understand risk, we study the relationships collectively 

based on the following case:  

− Investigate the collective effectiveness of Security Requirements in “suggesting” 

Countermeasures to “mitigate” the Vulnerabilities that can be “exploited” by Threats 

to “damage” Assets.  

To study this case using FCA, the subject of investigation is modeled as the set of 

formal objects; other entities related to the subject of investigation are modeled as the set 

of formal attributes; and their relationships are modeled as the formal context relation 

(crosses). The resulting formal concepts are then interpreted based on a chain of 

relationships supported by the model in Fig. 2. We achieve this flexibility in 

interpretation only because the relationships among entities being studied in a case and 

their relationships in the PDO are derived from the same conceptual model (Fig. 2).  

To represent the profiles in Table III using for the above case, requirement categories 

are interpreted as the set of formal objects; their related risk components as the set of 

formal attributes; and their relationships (e.g. driven_by {C&A requirement category, 

Threat}) are recorded as crosses in the formal context relation. For the example scenario, 

the “Network/Internet Access Control” requirement category forms a formal object, its 

related risk components (as shown in Table III) form the formal attributes, and their 

relationships are depicted as crosses in the formal context relation. Similarly, by adding 

the rest of the other requirement categories and related risk components from Table III, 

the resulting formal context is shown in Fig. 5. It should be noted that, Fig. 5 also 

includes additional relationships between requirement categories and risk components 

that are discovered through operations discussed in the following subsection 4.4.2. 

The possible correlations among different classes of requirement categories now 

become immediately apparent from the dimensions of various risk components.  
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Fig. 5. Formal Context for the Requirements-driven Risk Assessment Case 

4.4.3 Augmenting the Formal Context. A requirement category profile in Table III has 

been constructed primarily from the representation of individual regulatory requirements 

in the PDO, which lack understanding about the hierarchical relationships between 

requirement categories as well as risk components. Therefore, there is a need to augment 

the formal context relation derived entirely from instance space of the PDO with what is 

known about the requirement categories and risk components in the conceptual space of 

the PDO. The hierarchical relationships can be inferred from the PDO, but the formal 

context relation has already been used to represent the non-hierarchical relationships 

between requirements and risk components. Hence, we must augment the formal concept 

relation “I” of the formal context (G, M, I) to “I
+
” in a way that it also accounts for their 

hierarchical relationships in the PDO. To perform this augmentation, we must first 
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identify the mathematical constraints necessary for the hierarchical partial order among 

formal concepts which are uniquely associated with formal objects and attributes 

(equation (7)) and (8)) to preserve the hierarchical relationships among requirement 

categories and risk components in the PDO.  

As a formal object, if a requirement category “g1” is a subclass of another requirement 

category “g2” (expressed as sub-class (g1, g2)) in the analysis pool, then for the partial 

order among their uniquely associated formal concepts to respect this relationship, the 

infimum of all the formal concepts that contain g1 in their extent should be a subconcept 

of the infimum of all the formal concepts that contain g2 in their extent. This can be 

formally expressed using (7) as follows: 
 

sub-class (g1, g2)  (g1, g2 G)   (g1) ≤  (g2)    (9) 

 

From (4) it follows that after augmentation this constraint must be preserved:  

 

int ( (g1))  int ( (g2))      (10) 

To preserve (10), the augmentation procedure needs to explicitly account for the 

implicit risk components traceability assumed while authoring regulatory requirements. A 

requirement (e.g. requirements in the Network/Internet Access Control category) that 

specializes more general requirements (e.g. requirements in the Logical Access Control 

category), often either does not maintain explicit traceability to risk components specified 

in the parent requirements or expresses the risk components using more specific 

terminology. Therefore, a requirement category in the formal context is augmented with 

relationships to all the risk components that its parent requirement category is related to. 

As a result, the risk components associated with more general requirement categories in 

the analysis pool are explicitly considered while assessing the level of compliance in their 

sub-class requirement categories in the analysis pool. This constraint is introduced in the 

formal context based on the following augmentation rule: Given g1, g2 G, m  M  

sub-class (g1, g2)  ((g2, m)  I)  ((g1, m)  I
+
)     (11) 

In the context of our example, since the requirement category of “Network/Internet 

Access Control” is a subclass of “Logical Access Control” in the PDO, based on (11), the 

former is augmented with relationships to all risk components that the latter relates to. As 

a result, the vulnerability of “Excess Privileges” (and other risk components) related to 

“Logical Access Control” is now explicitly considered while evaluating the level of 

compliance with requirements in the “Network/Internet Access Control” category. 

The augmentation process works slightly different for risk components. As a formal 

attribute, if a risk component “m1” is a subclass of another risk component “m2” 

(expressed as sub-class (m1, m2)) in the analysis pool, then for the partial order among 

their uniquely associated formal concepts to respect this relationship, the supremum of all 

the formal concepts that contain m1 in their intent should be a subconcept of the 

supremum of all the formal concepts that contain m2 in their intent. This can be formally 

expressed using (8) as: 

sub-class (m1, m2)  (m1, m2 M)   (m1) ≤   (m2)   (12) 

From (4) it follows that after augmentation this constraint must be preserved:  

ext ( (m1))  ext( (m2))      (13) 

To preserve (13), the augmentation procedure needs to explicitly account for the 

implicit requirements traceability assumed while authoring regulatory requirements. A 

requirement that refers to risk components (e.g. “Data in Transit”) that specialize more 

general risk components (e.g. “Data”), often either does not maintain traceability to the 
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requirements that refer to the parent risk components or expresses the requirements using 

more specific terminology. Therefore, a risk component in the formal context is 

augmented with relationships to all the requirement categories that its sub-class risk 

components are related to. As a result, the level of compliance of requirement categories 

associated with specific risk components in the analysis pool is explicitly considered in 

the context of their parent risk components in the analysis pool. This constraint is 

introduced in the formal context based on the following augmentation rule: Given m1, 

m2 M, g  G 

sub-class (m1, m2)  ((m1, g)  I)  ((m2, g)  I
+
)   (14) 

In the context of our example, since the risk component of “Data in Transit” is a sub-

class of “Data” in the Asset taxonomy of the PDO, based on (14), all requirement 

categories related to the former are augmented with relationships to the latter. As a result, 

the level of compliance of requirements in the categories of “Network/Internet Access 

Control”, “Product Specification and Evaluation”, and “Production and I/O Controls” 

related to “Data in transit” are now explicitly considered while assessing risks to “Data.”   

In effect, augmentation rules use domain semantics available from the PDO to reveal 

the true extent of the potential risks due to non-compliance. The formal context shown in 

Fig. 5 includes the relationships discovered by applying the augmentation rules. 
 

4.4.4 Understanding the Concept Lattice. After augmentation, the formal concepts 

computed from the formal context in Fig. 5 are visualized as a concept lattice in Fig. 6.  

Concept C15 Explanation: To assess the risks 

related to the Threats of Unauthorized Activities

that can damage the Asset of Enclave within a 

DoD Information System by exploiting the 

Vulnerabilities of Firewall and IDS Mis-

configuration, collectively evaluate the compliance 

levels of C&A requirements in the categories of 

Enclave Boundary Defense and Monitoring for 

estimating the effectiveness of the suggested

Install Firewall and IDS with appropriate 

configurations Countermeasure by these 

requirements to mitigate the Vulnerabilities

Concept C14 Explanation: To 
assess the risks related to the 
Threats of Unauthorized Internet 
Access and Unauthorized Network 
Traffic as sub-classes of 
Unauthorized Activities that can 
damage the Asset of Enclave
within a DoD Information System
by exploiting the Vulnerability of 
Internet Access Not Proxied, 
collectively evaluate the compliance 
levels of C&A requirements in the 
categories of Enclave Boundary 
Defense and Network/Internet 
Access Control for estimating the 
effectiveness of the suggested
Managed Internet Access Points
Countermeasure by these 
requirements to mitigate the 
Vulnerabilities

bot

top

c0

c18

c19

c1 c2
c3

c4
c5

c6
c7

c8 c9
c10

c11 c12 c13 c14
c15

c16

c17

c20 c21 c22

c23

Overall Statistics:

Highest Requirements Correlation Index:
R4: Network/Internet Access Control

Highest Threat Criticality Index:
T13: Unauthorized Activities

Highest Asset Criticality Index:
A1: Enclave, A2: DoD Information System

Highest Countermeasure Criticality Index:
C6: Key Mgmt: Standards and Procedures

Highest Vulnerability Criticality Index:
V5: Weak key size, V4: Fake Certificates

 

Fig. 6. Concept Lattice for the Formal Context in Fig. 5 

The concept lattice provides a compact and visual representation to discover and 

understand all potential correlations among requirement categories, while facilitating 

their interpretation in terms of the potential for risk during system operation. Each formal 

concept in the lattice helps to understand the potential for risk based on requirement 

categories in its extent and meaningful combinations of risk components in its intent. 

Essentially, in the given scenario, to understand the potential for risk due to a 

combination of risk components within the intent of a formal concept, it is “necessary 
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and sufficient” to collectively evaluate the compliance levels of the requirements 

abstracted by the requirement categories in the extent. It should be noted that the concept 

lattice is “minimal”, such that the combinations of risk components in the intent of the 

formal concept are all valid with respect to the requirement categories in the extent.  

A simple object-attribute pairing in the formal context relation flattens the semantics 

of the relationships between requirement categories and risk components; i.e. the 

relationships “driven_by”, “prevents”, “suggests” and “apply_to” are all recorded using a 

cross in the formal context relation and it is no longer possible to distinguish them. 

Therefore, while interpreting a formal concept these semantics are restored based on the 

requirements and risk relationship model in Fig. 2, to construct natural language 

explanations. Such explanations of formal concepts “C14” and “C15”, as shown in Fig. 6, 

are automatically generated by interpreting their intents and extents based on the  model 

in Fig. 2. The explanations also account for the hierarchical relationships among 

requirement categories as well as risk components in the PDO. 

 

4.5 STEP 5: Risk Metrics and Measures 

The lattice algebraic operations upon formal concepts support the development of 

several intuitive metrics to understand the potential for risk due to non-compliance. We 

first discuss the set of metrics that convey the range of possible risks due to simultaneous 

non-compliance with multiple regulatory requirements. Essentially we identify the risk 

upper bound and lower bound in terms of the maximum and minimum number of security 

constraints, respectively, that can be bypassed due to a cascading effect of non-

compliance. 

− Risk upper bound upon failure in the security constraints imposed by any arbitrary 

number of chosen requirement categories: It is identified by computing the 

supremum (equation (5)) of the formal concepts that are uniquely associated with the 

chosen requirement categories (equation (7)). Risk components in the intent of the 

supremum express the upper bound of risk. Requirement categories in the extent of 

the supremum express the maximum number of security constraints that can be 

bypassed due to a cascading effect of non-compliance. 

− Risk lower bound upon failure in the security constraints imposed by any arbitrary 

number of chosen requirement categories: It is identified by computing the infimum 

(equation (6)) of the formal concepts that are uniquely associated with the chosen 

requirement categories (equation (7)). Risk components in the intent of the infimum 

express the lower bound of risks. Requirement categories in the extent of the infimum 

express the minimum number of security constraints that can be bypassed due to a 

cascading effect of non-compliance. 

The risk upper bound can be visually computed by first selecting the nodes in the 

concept lattice that are uniquely associated with the requirement categories being 

investigated (equation (7)). For example, to examine the risk upper bound of the 

requirement categories of “Enclave Boundary Defense” “Monitoring,” and 

“Network/Internet Access Control;” we select the nodes “C6,” “C5,” and “C3,” which are 

labeled with them respectively. The risk upper bound is then the lowest common node 

reachable via ascending paths from all the selected nodes, which is node “C23.” The 

intent of node “C23” conveys the risk upper bound as the Threat of “Unauthorized 

Activities” to the Assets of “Enclave” within the “DoD Information System.” The set of 

requirement categories in its extent: “Logical Access Control,” “Authentication and 

Identification,” “Personnel Screening,” “Audit Trails,” “Enclave Boundary Defense,” 

“Monitoring,” and “Network/Internet Access Control” express the maximum number of 

security constraints that can be potentially bypassed due to a cascading effect of non-

compliance. To visually compute the risk lower bound, we identify the highest common 
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node reachable via descending paths from all the selected formal concepts. In the above 

case, the risk lower bound is the “bottom” concept, which is undefined because it does 

not have any requirement categories in its extent.  

These metrics can help identify the critical risk components that can be later 

considered for an in-depth assessment of the likelihood and impact of adverse events in 

the system operational context. For example, based on the severity and likelihood of risk 

components associated at these conceptual bounds, appropriate mitigation strategies can 

be planned to localize the effect of failure. While presenting these metrics to non-experts, 

generic concepts can be mapped to real world entities. For example, the asset of “Data in 

Transit” can be mapped to “Secret Policies” and the threat of “Data transmission Integrity 

Violation” can be mapped to “Hackers of Foreign Countries” in a certain operational 

scenario. In this manner, the methodology can be most useful when used as a precursor to 

a risk assessment process in the system operational context. 

The C&A process deals with assets at different levels of criticality by adjusting the 

applicability of regulatory requirements and having different levels of rigor in performing 

the certification activities. For example, the DITSCAP has four different levels of rigor in 

the certification activities namely: 1) Minimal Security Checklist; 2) Minimum Analysis; 

3) Detailed Analysis; and 4) Extensive Analysis. The System (or asset) characteristics 

such as interfacing mode, mission-reliance, availability, integrity, information categories, 

etc. determine the level of effort to be selected as well as the applicability of regulatory 

requirements. As different requirements become applicable, the methodology will 

produce different results. For example, if a less critical system is being certified, fewer 

and less stringent requirements will be applicable as compared to those for a highly 

critical system. Essentially, requirements applicability and the expected rigor in 

demonstrating compliance will naturally regulate the scope of the risks perceived during 

system operation. 

A second set of metrics are derived from the concept lattice to prioritize requirement 

categories and risk components in the analysis pool. 
 

− Requirement Category Correlation Index: It is the ratio of the number of formal 

concepts that include the requirement category in their extent, and the total number 

of formal concepts. In the range of [0, 1], higher the index of a requirement category, 

higher is its potential for correlation with other requirement categories. 
 

− Risk Component Criticality Index: It is the ratio of the number of formal concepts 

that include the risk component in their intent, and total number of formal concepts. 

In the range of [0, 1], higher the index for a risk component, higher is its dependency 

on the collective compliance in many requirement categories. This index is 

maintained for each type of risk component. 
 

Such prioritization metrics are highly relevant to treat security as an emergent property of 

the system as a whole. Based on these metrics, the most critical requirement categories 

and risk components identified for the example scenario are shown in Fig. 6.  

Finally, a metric for risk coverage in a given scenario based on the level of 

compliance with requirements is derived from the implications rules among risk 

components. Similar to functional dependencies in relational databases, implications 

among risk components that are satisfied by the formal context relation can be computed. 

Denoted as X  Y, an implication holds among risk components in a formal context if 

every requirement category related to all risk components in the set X, is also related to 

the risk components in set Y. Although the number of possible implications can be very 

large, a stem base [22] with the fewest number of implications exists from which all other 

implications can be derived. The stem base is sound, complete and non-redundant. These 

properties allow establishing the following metric: 
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− Mathematical Risk Coverage: If all requirement categories in the analysis pool are 

fully compliant, then the stem base suggests that all valid implications among risk 

components are covered in the given scenario (100% mathematical risk coverage). 

On the other hand, for any non-compliant requirement categories, a subset of 

implications in the stem base can be identified. Then, based on implication inference 

(Armstrong‟s axioms [6]) a closed set of all implications that follow can be 

computed syntactically. 

 

4.6 STEP 6: Enabling Insights for Decision Making 

Equipped with the concept lattice and available metrics, requirements compliance levels 

can be visualized to directly perceive patterns and derive insights about risk during 

system operation. The goal of such visual analytics [77] is to combine human intuition 

with mathematically derived visual metaphors to facilitate decision making in a large 

information space. Therefore, to visualize the potential for risk due to non-compliance in 

a given scenario, we create metaphors with visual features (e.g., size, shape, color, 

structure, etc.) based on the characteristics of requirement categories and risk 

components. These characteristics reflect the qualitative and quantitative metrics based 

on FCA, requirements compliance levels, and the domain semantics learned from the 

PDO. We discuss the developed visual metaphors based on this philosophy in the 

following sub-sections. 

4.6.1 Cohesive Bar Graph Visual Metaphor. A formal concept generates cohesion 

among requirement categories in its extent by establishing their necessity and sufficiency 

to understand the potential for risk due the combinations of risk components in its intent. 

We visualize this characteristic of the requirement categories in the extent a formal 

concept using the “cohesive bar graph” visual metaphor as shown in Fig. 7. Each bar in 

the metaphor corresponds to a requirement category in the example scenario. 

c23

top

c22

Cohesive Bar Graph Visual Metaphor 
of Formal Concept C23  in Fig. 6

R4 R9 R2 R8 R3 R10 R5 R1 R6 R7

R4 R9 R2 R8 R3 R10 R5 R1 R6 R7

Requirement 
Category R4

Requirement 
Category R7
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CATEGORY
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CATEGORY

NON 
COMPLIANT
CATEGORY

CATEGORY 
HAS NO 
EVIDENCE

CATEGORY NOT 
IN CONCEPT 
EXTENT

COLOR LEGEND

 

Fig. 7 Cohesive Bar Graph Visual Metaphor 

Visual features of a bar are computed as follows:   

− Color: To understand the potential for risk due to the risk components in the intent of 

the formal concept, a colored bar indicates that the corresponding requirement 

category is “necessary” to be evaluated; whereas a black bar is not. The set of all 

colored bars indicates the set of requirements which are “sufficient” to understand 

the potential for risk due to the risk components in the intent of the formal concept. 

The color of a bar corresponds to the compliance level of the corresponding 

requirement category. “Green” represents compliance; “Yellow” represents partial 

compliance; “Red” represents non-compliance; and “White” indicates absence of 

evidence. The color is determined based on the lowest compliance level among 

requirements that the requirement category abstracts in the analysis pool. This 

decision is driven by the fact that security is as good as the weakest constraint.  

− Height: It is relative to the requirement category correlation index (Section 4.5).  

− Width: It is relative to the ratio of the number of risk components related to a 

requirement category, and the total number of risk components in the formal context. 

Larger the width of a bar for a requirement category, larger is its relative coverage of 

risk components in the given scenario.  
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− Ordering: It is based on height and then width (for bars with the same height).  

To maintain a consistent structural view of the metaphors across all formal concepts, 

presence/absence of requirement categories in the extent is indicated using colors rather 

than structural changes. In addition, the attributes chosen for ordering the bars is 

independent of the formal concept. The explanation of a formal concept (Section 4.4.4) 

provides additional context to the visual metaphor. 

4.6.2 Cohesive Arc Graph Visual Metaphor: The cohesive bar graph can be 

complemented by a metaphor that visualizes the degree of influence that each 

requirement category has on the effective implementation of other requirement categories 

in a given scenario. The “cohesive arc graph” metaphor (inspired by [58]) visualizes this 

characteristic for each requirement category in the formal context. This metaphor for two 

requirement categories in the example scenario is shown in Fig. 8. The requirement 

category of interest is first represented as a circle, with a color that represents its 

compliance level. Then, each equally angled arc around the circle corresponds to a 

requirement category in the formal context other than the one in the middle. Visual 

features of an arc are computed as follows: 

− Color: It represents the compliance level of the requirement category as discussed 

for the cohesive bar graph.  

− Radius and Ordering: The arc radius and ordering corresponds to the Requirement 

Influence Factor (RIF) metric. Based on the similarity coefficient, RIF is a ratio of 

the number of formal concepts shared between the requirement category in the 

middle and the requirement category represented by the arc, and the number of 

formal concepts in their union. Higher the RIF, higher is the similarity of the two 

requirement categories in correlating with other categories in the given scenario.  
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Fig. 8: Cohesive Arc Graph Visual Metaphors 

The cohesive arc graph visual metaphor lacks any angular modulation of the arcs to 

avoid many pitfalls commonly associated with pie chart visualizations [29]. The cohesive 

arc graph modulates the length of equally angled arcs, in contrast to pie charts which 

modulate the angle of equal length arcs. The resulting visualization is essentially 

equivalent to wrapping a sorted bar graph on a circle. This presentation permits intuitive 

graphical perception based on difference in length of the arcs (and not angle as in 

traditional pie charts) [14]. The primary motivation for a circular arrangement is to make 

the selected requirement a visual focal point when considering its similarities with other 

categories in the given scenario. 
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As a derived visual metric, the total fill area of the arcs allows comparing requirement 

categories based on their ability to strengthen the level of compliance with other 

requirements in the given scenario. Drawn roughly to scale, Fig. 8 allows such 

comparison between the “R5: Monitoring” and the “R4: Network/Internet Access Control” 

requirement categories. 

4.6.4 Non-Compliance Impact Analysis: The visual metaphors combined with the 

concept lattice allow visualizing the propagative impact of non-compliance and 

corresponding potential for risk. Adopting the techniques in [67], such analysis can be 

visually conducted based on a two-step procedure: 1) Localization of non-compliant 

nodes: Localize the formal concepts that are directly affected by non-compliance. 

Essentially, we identify the formal concepts that are uniquely associated with the non-

compliant requirement categories (equation (7)); and then 2) Propagation of non-

compliance: For the formal concepts identified in the previous step, investigate all the 

formal concepts that are reachable via ascending paths in the concept lattice to reason 

about the propagative effects of non-compliance on other requirement categories in the 

scenario. During upward traversal, the visual metaphors in the context of each formal 

concept promote a gradual learning and discovery of such propagative effect. Fig. 9 

visualizes the non-compliance impact analysis for the “R5: Monitoring” requirement 

category of the example scenario.  
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Fig. 9. Non-Compliance Impact Analysis 

During upward traversal in the lattice, as shown in Fig. 9, requirement categories in 

the extent of each encountered formal concept are examined for their compliance levels 

and their potential to correlate with each other such that the non-compliance in one of the 

categories can influence the effectiveness of the security constraints imposed by the 

other. To facilitate this process, visual metaphors reduce the cognitive burden by readily 

illustrating the compliance levels as well as metrics computed from the methodology. 

This information would otherwise require tedious inspection and computation using the 

concept lattice. Visual metaphors permit abstractions of the available computational 

models to focus more attention on understanding the potential for risk in a given scenario. 
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4.7 Summary of the Methodological Steps 

The evolution/improvement in “understanding the potential for risk” can be observed in 

progression through the steps of our methodology. In the initial phase, risk is understood 

in the context of an individual requirement. An investigator gains an in-depth 

understanding of the risk components explicated from each regulatory security 

requirement considered applicable in the selected operational scenario. Building upon 

this foundation, the following phase of the methodology provides an understanding of the 

potential risk due to cascading effect of failure among the diverse security requirements 

that work collectively to assure secure software system behavior during operation. This 

phase helps to organize and structure the interdependencies among requirements based on 

the computational models afforded by FCA and domain semantics captured in the PDO. 

The third and final phase combines the characteristics of requirements and risk 

components discovered in the previous phases along with requirements compliance levels 

to produce metaphors that visually reveal the nature of possible risks. The visual 

metaphors are geared towards promoting human intuition in a complex and multi-

dimensional problem space. A chain of evidence maintained through all three phases is 

crucial to the effectiveness of the methodology and produce meaningful insights for 

understanding the potential for risk based on the level of compliance with C&A 

requirements.  

5. METHODOLOGY EVALUATION 

The purpose of the methodology outlined here is to provide analytical capabilities to 

Subject Matter Experts (SMEs) through the execution of its steps. Planning the 

systematic capture and measurement of these capabilities, as methodology outcomes, is 

important for outlining an initial evaluation strategy that can be sustained over a period of 

time, in different contexts and in different domains. We define an outcome as a statement 

that describes what a SME is expected to know and to be able to perform by using the 

methodology or the expected quality of resulting artifacts. In this preliminary stage, our 

attempt is to systematically identify the aspects of the methodology that make the most 

sense to be investigated with respect to the desired outcomes. With these aspects 

identified, we have gone a step further to elicit qualitative feedback from a focus group of 

C&A practitioners and other security experts at large, during methodology application 

and execution for a problem scenario. We use this feedback as preliminary evidence for 

examining the applicability and feasibility of the presented methodology in current 

practice. The initial feedback has also indicated areas where the methodology can 

potentially be improved upon. In the following section we discuss our efforts to first 

identify what characteristics of the methodology are relevant to its evaluation.  

5.1 Case Study Research Design 

In context with experts, an investigator can be tempted to collect a lot of data (metrics 

and measures) during methodology execution to examine the achievement of desired 

outcomes. In this circumstance, it is first necessary to rigorously plan the followings: the 

characteristics of the methodology to study; what data are relevant; what data to collect; 

and how to analyze the results [78] [44]. To systematically conduct this planning 

exercise, we have selected the case study research design methodology. Lee et al. [44] 

made one of the earliest contributions towards a systematic goal-oriented case study 

research design for software engineering methodology validation. In this section we 

discuss the instantiations of case study research design components, as shown in Fig. 10. 

A study question clarifies the purpose of the investigation while emphasizing its 

explanatory nature [78]. We investigate the following question: How and why does the 

execution of the methodology improve the understanding of the potential for risk during 

system operation, given the compliance evidence from certification activities? 
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Units of analysis are the selected resources to be 
examined through the application of the invented 
technology/methodology by the SMEs in the case study

Study questions are the how and why 
questions that need to be clarified precisely for 
the newly invented methodology under analysis

Case study propositions, derived from the study
questions, become assertions that should be examined,
through measure-valued questionnaire items, to answer 
a study question within the scope of the case study

Linking data to propositions represents the data 
analysis step which connects the generated measure 
data results by applying the methodology, on the 
units of analysis, back to the study propositions

Criteria for interpreting a case study’s findings
correspond to the metric and measures used in 
evaluating the results

METHODOLOGY

Study Questions: How and Why

Study Propositions

Linking Data to Propositions

Units of Analysis

Criteria for Interpreting the Findings

 
Fig. 10. Components of Case Study Research Design [44] 

Propositions as claims refine the study question to direct attention towards the 

characteristics of the methodology that should be investigated. Based on our theories, the 

propositions are: 1) The methodology execution improves the ability to select a scope and 

justify the criteria adopted for understanding the potential for risk during system 

operation; 2) The potential for risk due to cascading effect of failure among security 

constraints imposed by regulatory security requirements is discovered and understood in 

the context of system operation; 3) The metrics and measures from the methodology 

improve the ability to later conduct a comprehensive cost-benefit analysis with respect to 

the level of compliance required with regulatory requirements; and 4) The artifacts from 

the methodology improve the ability to analyze and communicate the potential for risk 

during system operation due to non-compliance with C&A requirements 

To evaluate the propositions, the units of analysis to be examined by SMEs include 

the followings: the steps in the methodology; the artifacts used or resulting from the 

steps; and the analytical activities performed upon the artifacts. To make meaningful 

observations while examining these units of analysis, a “Summary Sheet” is prepared for 

use by SMEs. The summary sheet is a collection of questionnaires that correspond to 

each step in the methodology. Propositions influence the design of each question by 

including specific propositions as metric criteria to examine the units of analysis. 

Combined with given instructions, the summary sheet guides SMEs to make observations 

during the methodology execution without interventions from the investigator, while 

making the process repeatable. Table IV is a concise presentation of the summary sheet.  

Table IV. Summary Sheet  

QUESTIONNAIRE SET 1
STEP 1: GOAL-DRIVEN SCENARIO COMPOSITION

QUESTIONNAIRE SET 2 
STEP 2: ANALYSIS POOL FORMATION

QUESTIONNAIRE SET 3
STEP 3: ABSTRACTIONS IN THE ANALYSIS POOL

1.1 Does Goal-driven Scenario Composition (GDSC)

systematically scope analysis?

1.2.1 Rate the perceived ease of goal identification

1.2.2 Rate the perceived ease of scenario identification

1.3 What sources other than operational scenarios

are valuable to trigger risk assessment?

1.4 How does GDSC differ from current practices?

1.5 Does a multi-dimensional explication of regulatory 

requirements improves their understanding

1.6 Are the dimensions in the problem domain 

ontology sufficient in a socio-technical 

environment?

1.7 Do the concepts associated with regulatory 

requirements in the problem domain ontology

provide a baseline to understand and identify risks 

in a given organizational environment?

2.1 Does analysis pool formation help to justify search 

criteria and collect applicable regulatory 

requirements for understanding the potential for 

risk during system operation?

2.2 Rate the following search strategies

2.2.1 Keywords from goals and scenario

2.2.2 Keywords from domain expertise

2.2.3 Related keywords from documents

2.2.4 Focused Hierarchical Browsing

2.2.5 Multi-dimensional Browsing

2.2.6 Hierarchical Browsing

2.3 Rate the perceived assurance of identifying an 

exhaustive collection of applicable requirements 

based on multiple search strategies

2.4 Does the problem domain ontology help to 

contract/expand the search space of 

requirements?

2.5 Does gathering compliance evidences in the 

context of the analysis pool improve the 

understanding of the potential for risk due to non-

compliance?

2.6 Does the quality of the RTM improve by explicit 

association of operational scenarios with 

regulatory requirements and their compliance 

evidences?

2.7 Rate overall effectiveness of GDSC in coupling 

the risk assessment process with understanding 

regulatory requirements and their applicability

3.1 Do abstractions in the analysis pool help focus on 

different classes of security constraints?

3.2 To what extent are abstractions in the analysis 

pool helpful to reduce and effectively manage its 

complexity?

3.3 To what extent are abstractions in the analysis 

pool helpful to focus on the collective 

effectiveness of security constraints? 
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5.1 Rate the perceived usefulness of the risk upper 

and lower bound metrics for later conducting a 

cost-benefit analysis to minimize risk

5.2 Rate the perceived usefulness of the 

requirements correlation metric in prioritizing 

regulatory requirement categories for later 

conducting a cost-benefit analysis to minimize risk

5.3 Rate the perceived usefulness of the 

requirements correlation metric and requirements 

compliance levels to convey the propagative

effects of non-compliance

5.4 Rate the perceived usefulness of the risk criticality 

metric in prioritizing risk components for later 

conducting a cost-benefit analysis to minimize risk

5.5 Rate the perceived usefulness of the risk criticality 

metric and requirements compliance levels to 

convey the propagative effects of non-compliance

5.6 Do implication rules help to understand the 

patterns of significant interactions among risk 

components?

5.7 Rate the effectiveness of implication rules to 

convey risk coverage due to non-compliance

4.1 Does the Formal Context help visually perceive 

patterns of significant interaction among security 

constraints based on various risk components?

4.2 Does augmenting the Formal Context help identify 

security constraints specified at different levels of 

abstraction in regulatory requirements?

4.3 How are regulatory requirements specified at 

different levels of abstraction currently considered 

and evaluated?

4.4 Does augmenting the Formal Context help identify 

risk components specified at different levels of 

abstraction in regulatory requirements?

4.5 Does augmenting the Formal Context improve the 

identification of the extent of potential risks?

4.6 Rate the visual intuitiveness of the Concept 

Lattice to understand correlations among 

regulatory requirements based on related risk 

components

4.7 Rate the usefulness of visualizing different 

classes of risk components based on the Concept 

Lattice

4.8 Rate the usefulness of Formal Concepts to 

understand “necessity and sufficiency” of 

regulatory requirements in understanding risks?

4.9 Rate the usefulness of Explanations in interpreting 

Formal Concepts for understanding the potential 

for risk due to non-compliance?

QUESTIONNAIRE SET 4
STEP 4: CREATING A MODEL OF CORRELATIONS

QUESTIONNAIRE SET 5
STEP 5: RISK METRICS AND MEASURES

6.1 Rate the perceived usefulness of non-compliance 

impact analysis in understanding the risks due to 

propagative effects of non-compliance

6.2 Rate the cohesive bar graph visual metaphor for 

its  ability to improve the understanding of a 

formal concept and the metrics associated with it

6.3 Rate the cohesive arc graph visual metaphor for 

its ability to improve the understanding of the 

influence of requirement categories on each other

6.4 Rate the perceived usefulness of the requirement 

influence metric to understand the criticality of a 

requirement category for strengthening the level 

of compliance with a large proportion of 

requirements

6.5 Rate the ability of cohesive bar graph and 

cohesive arc graph for their ability to improve 

non-compliance impact analysis and convey its 

results

6.6 Rate the overall effectiveness of Formal Concept 

Analysis (FCA) and the resulting metrics in 

reasoning about potential risks

6.7 Rate the overall effectiveness of FCA and the 

resulting metrics in improving the documentation 

and communication of risk

6.8 Rate the overall effectiveness of visual artifacts to 

improve the analytical capabilities to reason about 

risk

QUESTIONNAIRE SET 6
STEP 6: ENABLING INSIGHTS

 

5.2 Expert Selection 

For a preliminary investigation, our case study research design was used in the 

context of DITSCAP [19] to elicit qualitative feedback from SMEs. However, the 

defense domain and the sensitive nature of C&A documentation for critical systems put 

several limitations on our study. C&A being a highly specialized field; it is difficult to 

find experts for DITSCAP. Their limited availability and high cost also restricts the study 

duration. Sensitivity of organizational knowledge in the defense sector further 

discourages the availability of on-going C&A efforts or participation of experts in 

experimental studies. Fortunately, under agreement of non-disclosure of their identities, 

SMEs with extensive experience (10+ years) in various types of C&A processes, 

including DITSCAP, volunteered to participate in our case study. To gain insight from 

diverse viewpoints, SME selection for the first study included one from a 

government/defense organization (referred as SMEgov) and another from a privately 

owned firm (referred as SMEpri).  

To expand the scope of our results, the first study was followed by two additional 

studies. These studies involved SMEs with general security and risk assessment 

experience including C&A. The second study was performed with a Project Team 

Leader/Branch Chief at a defense agency with significant experience (10+ projects, 10+ 

years) in enterprise-wide network risk assessment (referred as SMEera). The third study 

involved a Technical Writer (referred as SMEtec) for a major defense contractor with 

documentation experience on enterprise-wide security and C&A projects including 

DITSCAP. In all three studies with four SMEs, a purposeful SME selection ensured 

coverage of a diverse range of experience with C&A, system security and risk assessment 

activities in different roles. 

During our investigation, SMEs as participants observed the step-wise methodology 

execution in the context of a hypothetical software system and its operational scenario, 

which have been used as an example throughout this paper. These observations were 

followed by an open ended question/answer session with the investigators. After these 

given instructions, without interventions from the investigators, SMEs filled out the 

summary sheet, while the steps in the methodology execution and its artifacts were 

available for quick reference as tutorial notes. Finally, the SMEs engaged in an open 

discussion to provide additional insights towards their responses. 
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5.3 Linking Data to the Propositions and Criteria for Interpreting the Findings  

Case study research design requires an explicit “logic” linking the data to the 

propositions. Therefore, to bridge the gap between the abstract propositions and the 

questions in the summary sheet, we further refine the propositions into specific study 

claims. This refinement continues until the claims are directly relevant to the metric 

criteria addressed in summary sheet questions; i.e. can be easily interpreted in operational 

terms of the methodology. Table V lists the claims identified by this heuristic.  

Table V. Study Claims derived from Propositions 

Propositions Study Claims

Proposition 1

(C1) Trigger and Scope: The effort to understand the potential for risk during system 
operation is systematically triggered and explicitly scoped

(C2) Requirements and Risk: The regulatory security requirements, risk components 
and the relationships among them are interpreted based on a common understanding

(C3) Justifiable Search Criteria: The criteria used to search for regulatory security 
requirements that help to understand the potential for risk in the system operational 
context is justifiable

(C4) Exhaustive Coverage: An exhaustive collection of applicable regulatory security 
requirements are identified in a given system operational context

Proposition 2

(C5) Complexity Managed: The complexity of the problem space is effectively managed 
based on available abstractions for the regulatory security requirements

(C6) Abstractions Considered: Regulatory security requirements and risk components 
specified at different levels of abstraction and their interdependencies are considered to 
understand the potential for risk

(C7) Collective Effectiveness: The potential for risk is determined based on the 

collective effectiveness of diverse security constraints imposed by regulatory security 

requirements

Proposition 3

(C8) Propagative Impact: The available metrics for understanding the propagative 
impact of non-compliance improve the ability to later conduct a cost-benefit analysis

(C9) Prioritization: The available metrics to prioritize regulatory security requirements 

and related risk components improve the ability to later conduct a cost-benefit analysis

Proposition 4

(C10) Analytical Capacity: The available artifacts are intuitive for discovering and 
understanding the potential for risk in the system operational context

(C11) Risk Communicability: The available artifacts improve the ability to communicate 

the potential for risk in the system operational context due to non-compliance with 

regulatory requirements

 

Using the summary sheet, SMEs examine the units of analysis to express the level of 

confidence in the corresponding study claims as well as provide comments to further 

elaborate or justify their observations. To understand such qualitative data gathered from 

different SMEs, its intuitive presentation and structure is important. Therefore, we 

perform a stratification of the summary sheet responses based on the examined units of 

analysis and the related study claims. The resulting presentation, as shown in Table VI, 

allows the use of “patterns” (trends in responses) as criteria for evaluating the results. 

5.4 Results and Discussion 

5.4.1 Trends across the Units of Analysis: A box plot of the row-wise average 

responses for each SME in Table VI across all study claims related to a unit of analysis 

reveals the trends (i.e. variances) in the aggregate level of confidence expressed by SMEs 

in the set of study claims related to each unit of analysis. For simplicity, all responses are 

mapped to a 5 point scale, with 5 being the highest and 1 being the lowest level of 

confidence expressed by the SMEs. The computed box plot is shown in Fig. 11.  
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Table VI. Stratification of SME Responses 

Trigger and 

Scope

Req. and Risk 

Under-

standing

Selection 

Criteria

Exhaustive 

Coverage

Complexity 

Managed

Abstractions 

Considered

Collective 

Effectiveness

Propagative

Impact
Prioritization

Analytical 

Capacity

Risk 

Communic-

ability

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11

C&A Goals  and 

Operational 

Scenarios

A

1.1 D 2.7 R 2.2.1 R 1.1 D 2.6 R

1.2.1 R 2.2.2 R

1.2.2 R 2.2.3 R

1.3 S

1.4 S

Representation of 

Requirements in 

the Ontology

B

1.5 D 2.7 R 2.2.4 R 2.4 D

1.6 D 2.2.5 R

1.7 D 2.2.6 R

2.3 R

2.4 D

Analysis Pool C
2.1 D 3.2 R 3.1 D 2.5 D

2.7 R 3.3 R 3.3 R 3.3 R

Formal Context D

4.2 D 4.1 D 4.1 D 6.7 R

4.3 S 4.5 D

4.4 D 6.6 R

4.5 D

Concept Lattice E

4.7 R 4.6 R 4.6 R 6.7 R

4.8 R 4.7 R

4.8 R

6.6 R

Formal Concept 

Explanations
F

4.9 R 6.7 R

6.6 R

Risk Metrics and 

Measures
G

5.1 R 5.2 R 5.1 R 5.3 R

5.3 R 5.2 R 5.5 R

5.4 R 6.6 R 6.7 R

5.5 R

Visual Artifacts H

6.1 R 6.2 R 6.2 R 6.5 R

6.2 R 6.3 R

6.4 R 6.8 R

Implication Rules I
5.6 D 6.6 R 5.7 R

6.7 R

Legend: Cross table Entry: <Question number> <Question Type> <SMEpri> <SMEgov><SMEera><SMEtec>

Question Types: (R) Scaled Response Question, (D) Dichotomous Question, (S) Short Answer Question

Response Colors: (R) Scaled Responses  5            4             3            2            1 (“5” being the highest and “1” being the lowest rating)

(D) Dichotomous Response  Yes                                                     No

(S) Short Answer Response  Good               Average                    Poor

Units of 

Analysis

Leaf-Node 

Claims
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Fig. 11. Trends in the Confidence Levels of SMEs across the Units of Analysis 

In Fig. 11 a positive trend of consistent agreement between the SMEs is visible across a 

majority of the units of analysis with a median level of confidence of about 4 or higher in 

supporting the corresponding study claims. Any diversion from this trend requires further 

analysis. Based on this heuristic, a pattern of relatively low confidence can be observed 

for the risk metrics and measures (G) unit of analysis. SMEgov emphasized that the 
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metrics “help to understand what else is affected;” however, they are “not enough” for 

cost-benefit analysis. SMEpri expressed the need for “specific details about mitigation 

strategies associated with the risk components or requirement categories considered in 

the scenario, their associated costs and other factors in the context of the software 

system.” However, the availability of this information was beyond the scope of our 

hypothetical scenario. Nevertheless, both SMEs perceived that risk metrics would 

facilitate the usage and intuitive presentation of such quantitative information for later 

conducting a risk assessment. In the second study, SMEera perceived the risk criticality 

metric as an “excellent source for deciding what to tackle first,” From the third study, 

SMEtec deemed the metrics to be “useful in making multiple changes (compliance 

related); i.e. what do I really hurt as far as risk goes” and “help justify actions and 

expenditures.” 

For the visual artifacts (H) unit of analysis, a similar trend of relatively low 

confidence can be observed in Fig. 11. During non-compliance impact analysis, SMEpri 

observed that “going too high up in the chain (upward traversal in the concept lattice) 

diminishes the credibility of the overall picture.” The SME further suggested that by 

navigating to the top of the lattice, it may seem that full-compliance always becomes 

necessary. Rather, the original purpose of upward navigation was to systematically 

reason about possible propagative effect of non-compliance through gradual discovery. It 

is up to the analyst to identify a reasonable stopping criterion, while the lattice acts as a 

cognitive aid. Despite lower ratings, SMEpri suggested that the “cohesive bar graph is 

great!” and “anything helping to understand “what-if” scenarios helps obtain funding 

commitment/support to implement the mitigation plans.” In the following studies, SMEera 

greatly appreciated the cohesive bar graph and cohesive arc graph for their ability to 

“immediately identify what matters and what doesn’t, degree of compliance, and 

potential for impact on other requirements.” SMEtec perceived a initial “learning curve,” 

but added that “once you understand the visuals, the amount of information that can be 

captured and understood is far greater than through other means.” In addition, SMEtec 

expressed that “the visuals will help the risk managers and non-technical managers 

quickly grasp technical/complex issues they don’t understand or have time for.” 

5.4.2 Trends across the Study Claims. A box plot of the column-wise average 

responses for each SME in Table VI across all units of analysis related to a study claim 

reveals the trends (i.e. variances) in the aggregate level of confidence expressed by SMEs 

in the set of all units of analysis related to each study claim. The resulting box plot is 

shown in Fig. 12.  
B, C, D, 
E, F, G, 

H, I

A, D, 
E, F, G, 

H, IA A, B, C A, B A, C D, E C, D, E G, H, IB G, H

L
e

v
e

l 
o

f 
C

o
n

fi
d

e
n

c
e

Leaf-node Study Claims

0.00

1.00

2.00

3.00

4.00

5.00

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 

Units of Analysis

Highest 

Value

Lowest 

Value

Median

Upper Quartile (75%)

Lower Quartile (25%)

 
Fig. 12. Trends in the Confidence Levels of SMEs across the Leaf-node Study Claims 
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The box plot in Fig. 12 can be intuitively examined based on groups of study claims 

refined from the same high level proposition. For example, the graph demonstrates a 

trend of high confidence for all study claims (C5, C6, and C7) related to Proposition 2.  

Within the group of claims refined from Proposition 1, slightly lower confidence is 

observed for the study claim “C1”. SMEgov praised the process of goal-driven scenario 

composition to trigger risk assessment as being analogous to “biting of small chunks to 

eat the elephant”; however, raised concerns that in practice the certifiers may have little 

or no strategic knowledge to identify appropriate goals and scenarios. We argue that the 

notion of “scenario” is quite broad and they can be easily identified from a variety of 

non-confidential sources. Other SMEs also emphasized the systematic nature of the goal-

driven scenario composition to trigger and scope the analysis effort.  

For Proposition 1, claim “C2,” SMEgov differed significantly from others; however the 

associated explanation provides more useful insight. SMEgov suggested that regulatory 

requirements “warn [against risks] as a general rule, but not a specific rule. They state a 

good place to start, but are likely in need for tailoring.” In the private sector the focus is 

on “expending just enough resources to achieve compliance with regulatory requirements 

and get approval to operate”; whereas in the government sector “the regulatory 

requirements are perceived as a minimal baseline that is further built upon to protect 

critical national interests”. These arguments corroborate with the strong confidence 

expressed by all SMEs for analysis pool formation in Step 2 of the methodology, related 

to claim “C3,” which grounds the abstract understanding of regulatory requirements in 

the context of operational system scenarios. SMEpri observed that “…these steps will help 

build “real” risk assessment results rather than “carved” answers to meet regulatory 

requirements.” SMEera emphasized that “goals and scenarios make C&A more real  

ties to realistic operations and potential impact” 

Finally for Proposition 1, claim “C4,” the SMEs differed on the perceived usefulness 

and their preference for the different search techniques. While SMEpri, SMEera, and 

SMEtec demonstrated high confidence in both keyword and exploration based search 

techniques, SMEgov was only inclined towards the use of keyword-based techniques. 

These differences suggest idiosyncratic search habits as well as preference for simpler 

and familiar search techniques. 

The variations in the levels of confidence of SMEs with respect to claims “C8” and 

“C9” derived from Proposition 3, to a large extent result from the responses elicited in 

context of the units of analysis G and H (This is clearly visible in Table VI).  These 

aspects have been discussed extensively in Section 5.4.1.  

The claims “C10” and “C11,” derived from Proposition 4, aggregate responses from 

several units of analysis throughout the methodology. A closer look reveals that all SMEs 

expressed a high and consistent confidence in the “intuitiveness” of the artifacts from the 

methodology for risk assessment (claim “C10”); however, their average responses varied 

significantly on the “communicability” of the artifacts (claim “C11”). SMEgov expressed 

that “the communication [of the artifacts] is good but the documentation should follow a 

more organizationally relevant format.” In contrast, SMEpri suggested that the artifacts 

help to “show the due diligence behind the analysis,” and SMEera expressed that the 

metrics from FCA “provide analytical rigor” for the documentation and communication 

of risks due to non-compliance. Different SME background may have contributed to the 

observed variance in responses. For example, strict controls exist in the government and 

defense sector to adhere to defined documentation guidelines, whereas in the private 

sector intuitive and compact reports are given more importance (e.g. dashboards). “C10” 

and “C11” being general claims about the characteristics of methodology as a whole, are 

examined in the context of multiple units of analysis spanning several steps of the 

methodology. A mix of general and specific claims facilitates evidence collection at 

different levels of granularity with respect to the propositions. 
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5.4.3 Supplemental Observations. Despite limited or no prior experience of the SMEs 

with ontologies, the PDO was perceived as a huge improvement over natural language 

documents. It is also noteworthy that with our limited domain expertise; the set of 

requirements discovered to be applicable in our hypothetical scenario were acceptable to 

SMEs with 10+ years of experience across a variety of C&A and risk assessment 

projects. The requirements were identified by solely relying on the requirements 

representation in the PDO and the steps in our methodology. This observation promotes 

confidence in the use of ontologies for regulatory requirements modeling and analysis 

during C&A activities.  

The SMEs demonstrated no difficulty in understanding FCA and they learned to 

interpret the concept lattice with minimal instructions. The SMEs used the concept lattice 

to discuss potential overlaps among regulatory requirements, which they were not able to 

observe or clearly express before. SMEpri expressed that: “being able to look at the 

concentration/areas of significant overlap [among requirement categories] is 

invaluable.” While examining formal concepts and their explanations, SMEgov 

emphasized that they help to “take out the ambiguity” in conducting risk assessments. 

SMEtec identified the “lattice to provide a multi-dimensional look that has not been 

available before.” SMEera found the explanations to be highly intuitive in spelling out 

“the source of risk and the level of compliance in a specific scenario.” 

In summary, the qualitative feedback from C&A practitioners and security experts 

provide preliminary evidence for the merit of our methodology towards understanding 

the potential for risk due to regulatory non-compliance in an operational scenario. This 

study has also identified several areas of the methodology that require 

refinement/improvement as well as the aspects that require further exploration in well-

designed case studies involving complex, task-based settings of an on-going C&A 

project; for example, an in-depth investigation of the use of visual metaphors and their 

impact on the perception of the possibility of harm or loss. 

5.5 Threats to Validity 

Although the nature of the current investigation is qualitative in nature, a discussion 

of the case study design based on various logical tests promotes further insights into the 

value of our results. 

− Construct Validity. A chain of case study evidence exists through the decomposition 

of the study question into propositions; and the propositions into study claims (Table 

V), which are then finally associated with summary sheet questions (Table VI) 

presented during methodology execution. This traceability promotes confidence in 

the selection of the right measures in the summary sheet for the characteristics of the 

methodology being studied. In addition, the use of specific propositions as metric 

criteria in the design of each summary sheet question prevents “subjective” 

judgments in planning data collection. Finally, SMEs with extensive experience in 

performing C&A and risk assessment, as our sources of evidence, further confirm 

the appropriateness of the measures selected to suggest methodology benefits for 

understanding the potential for risk due to non-compliance.  

− Internal Validity. In contrast to spurious causal relationships between the method and 

result, the methodology presented here outlines a rich theoretical background along 

with step-by-step guidance for SMEs to produce certain pre-defined models/artifacts. 

These incremental steps and the resulting artifacts maintain a causal chain of 

evidence for the characteristics of the methodology being investigated. In addition, 

an explicit explanation for the existence of each artifact is available through the 

models and techniques used in the steps of the methodology.  

− External Validity. In practice, the DITSCAP and its regulatory requirements are 

generally considered to provide more specific and detailed technical guidance as 
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compared to other C&A processes. For example, DITSCAP requirements have been 

used in practice to guide the implementation of security controls required for HIPAA 

[51]. In terms of applicability to a broader set of secure software engineering 

practices outside of the C&A domain, the DITSCAP regulations heavily cross-

reference the best practices originating in widely used standards of the National 

Institute of Standards and Technology (NIST). These characteristics of the 

DITSCAP regulatory requirements to some extent may have facilitated the process 

of constructing the PDO. However, despite the extensive coverage of security issues 

by DITSCAP regulatory requirements, the understanding and perception of risk to 

information systems resulting from the C&A process is still poor and questionable 

[69] [70] [68]. Our methodology is geared towards addressing the gap between the 

evidence for compliance with regulatory requirements and its interpretation in terms 

of the operational risk. We believe that identifying the potential for risk due to non-

compliance with regulatory requirements in the context of a large and complex 

system requires a systematic approach to understanding and discovering the 

correlations between regulatory requirements. 

Completeness of the DITSCAP requirements cannot be proven, but they should be 

seen as a necessary and sufficient set of requirements derived based on the threat 

model perceived by the DoD. Furthermore, the DIACAP standard [18]  that now 

supersedes DITSCAP to enable dynamic collaborations for C&A within a net-centric 

infrastructure makes little or no changes to the list of regulatory requirements. Such 

comprehensiveness and wide outlook of the DITSCAP requirements significantly 

boosts the possibility of replicating our results in domains other than C&A. In 

addition, our methodology relies on a requirements and risk model (Fig. 2) that is 

extended from the Common Criteria [15] security model, and requirements 

engineering best practices.   

− Reliability. Our thorough research design provides a repeatable protocol for case 

study execution and data analysis. A step-wise methodology execution with pre-

defined artifacts, a documented problem scenario, and the summary sheet have been 

used to ensure repeatability of the data collection procedure during our preliminary 

investigations with four SMEs in a total of three meetings. Finally, subjectiveness in 

the opinion of an expert is addressed by involving multiple SMEs in our study with 

different organizational backgrounds, experience and technical expertise with respect 

to C&A and risk assessment. 

 

6. RELATED WORK 

Identifying, analyzing, assessing and managing risk is an integral part of designing 

practical and cost-effective secure systems [49] [59] [3] [64] [9] [27]. Essential precursor 

to an effective risk assessment is a process of understanding the potential for risk during 

system operation by analyzing the interdependencies among various system defenses and 

their relation to the risk components of threats, assets and vulnerabilities. With growing 

system complexity and numerous multi-faceted security requirements at different levels 

of system details, this process is rarely conducted systematically. In this paper we have 

outlined a regulatory requirements-driven approach to identify and understand the 

potential for risk in system operational scenarios and then systematically reason about the 

possible outcomes due to non-compliance or varying degrees of compliance.  

To assure requirements satisfaction by a “machine,” one needs to understand the 

nexus of constraints and causal chains in the problem domain [31]. For security 

requirements, such reasoning are naturally driven by threat analysis (i.e. agent, motive, 

means and opportunity) based on the fundamental abstractions of Goal, Scenarios and 

Viewpoints used heavily in requirements engineering research. Scenario-based methods 

perform such analysis by identifying misuse cases [62] [4], abuse cases [48], abuse 
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frames [45] (based on problem frames [31]), and issues/failures/hazards in functional 

requirements [21]. In contrast, goal-based methods use intentions to identify potential 

threats, which include modeling of social relationships among actors/agents as soft-goals 

to be satisfied [46], attack trees [59], intruder anti-goal modeling [71], and modeling risk 

as an event that prevents goal satisfaction [79]. Modeling interactions between functional 

and security goals has been suggested in [52] to identify threats to assets. The Goal 

Question Metric (GQM) [8] philosophy is also fundamental to approaches for evaluating 

security constraints throughout the organization [65] [33] [72]. Viewpoint-based methods 

advocate the identification of stakeholders with security viewpoints [35] to include 

security concerns in various engineering decisions. Viewpoints are fundamentally useful 

for identifying conflicting requirements [23], which may identify the possibility for a 

security risk. From this discussion, it is apparent a single requirements method is clearly 

insufficient to model regulatory security requirements. Therefore, in building the PDO 

we leverage the strengths of multiple requirements engineering philosophies to explicate 

regulatory security requirements from multiple dimensions relevant to proactively reveal 

the potential for risk due to their interdependencies in the context of system operational 

scenarios. Existing approaches rely heavily on domain experts first to elicit and model 

interactions among system features [48] and then identify the potential for risk.  

Capturing domain concepts and their interdependencies in the universe of discourse is 

fundamental to many research initiatives to understand non-functional requirements. 

Cysneiros et al [37] use a hyperlinked lexicon of domain concepts to integrate non-

functional and functional requirements. To formalize natural language descriptions of the 

system and environment in non-functional requirements, Breaux et al. [11] use a 

dictionary that maps the words in a lexicon to their meanings in an ontology. Feather et al 

[25] suggest the development of requirements and fault hierarchies to analyze their 

interdependencies. Because non-functional requirements span across levels of abstraction 

in multiple dimensions, to fully understand them, we rely on hierarchical classification 

and categorization of regulatory security requirements, their associated domain concepts 

and the interdependencies among them captured in the PDO. The PDO facilitates our 

analysis to be conducted simultaneously at many levels of abstraction in multiple 

dimensions using FCA. 

Frameworks for risk assessment, such as the Operationally Critical Threat, Asset, and 

Vulnerability Evaluation (OCTAVE
SM

) [2] [3], NIST 800-30 [64], CORAS [1] and Risk 

Management Framework (RMF) [73], usually begin with asset enumeration, threat 

modeling and analysis, followed by assessing possible damage to assets due to 

exploitable vulnerabilities and finally producing risk mitigation plans by selecting 

countermeasures. Salter et al [57] use a mapping between attacker characteristics and 

vulnerabilities throughout the system lifecycle, to identify the potential for risk. 

Quantitative risk-centric decision processes [63] [12] [13] [25] rely on quantifying the 

interactions among risk components based on expert intuition or past 

experiences/records. However, the accuracy of these risk estimates relies heavily on the 

rigor in identifying all potential risk components and their interactions within the 

boundary of investigation. It has been observed that precise quantification of risk is 

difficult to develop, costly, can be misleading and generally very specific loss estimates 

are not necessary to decide the implementation of a countermeasures [54] [53]. 

Furthermore, despite mathematical rigor, an inaccurate description of the real-world 

phenomena will only produce inaccurate results. To leverage the true potential of 

quantitative approaches, in the face of increasing system complexity, our work provides a 

regulatory requirements-driven baseline for systematically identifying and justifying the 

risks components and their interdependencies to be considered in a certain investigation. 

A bounded context further helps to manage the computation complexity associated with 

quantitative methods. The consideration of the system operational environment and 
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compliance evidence from regulatory requirements may also improve stakeholder 

participation and the transparency of the results from quantitative risk assessment 

methods. 

Recent efforts for improving the representation of regulatory requirements have been 

towards providing attributes that help to classify and categorize them. For example, to 

conduct certification based on regulations in the United Kingdom, the CRAMM toolkit 

[61] maintains a library consisting of over 3000 detailed countermeasures organized into 

over 70 logical groupings. The DIACAP [18] explicitly identifies related threats and 

vulnerabilities for each security requirement maintained in its electronic databases. This 

move towards rich, meaningful representations of regulatory requirements is essential to 

certify software systems that continue to grow as complex and interconnected systems of 

systems supporting diverse socio-technical environments. 

Integrated security requirements engineering frameworks such as SQUARE [50], 

define risk assessment as an integral part of their methodology. However, the selection of 

a technique for risk assessment and its practice is left entirely up to the analyst, leading to 

loose integration with security requirements. In contrast, our approach is to tightly couple 

the evaluation of security requirements with risk assessment based on a fundamental (and 

first of its kind) model of their relationships as shown in Fig. 2.  

 

7. CONTRIBUTIONS AND FUTURE WORK 

This work contributes a novel approach to understand the level of compliance with 

regulatory requirements in terms of the potential for risk during system operation. The 

corresponding methodological steps facilitate the discovery and understanding of multi-

dimensional correlations among regulatory requirements. These multi-dimensional 

correlations facilitate the exploration of cascading effects of failure in the system 

operational context, which are often missed due to a lack of structure in natural language 

requirements specifications and the complexity of such analysis. In a given scenario, the 

artifacts constructed from the methodology demonstrate the necessity and collective 

sufficiency of the security constraints imposed by regulatory requirements with respect to 

the related risk components using well-defined metrics and explanations. Visual analytics 

facilitate reasoning in a complex and multi-dimensional problem space by raising the 

level of abstraction using the available computational methods of FCA and the domain 

semantics from the PDO. The methodology also makes several contributions to improve 

documentation during the C&A process. Firstly, the notion of risk is tightly integrated 

with the applicability of and compliance with regulatory requirements in the context of 

the software system. Secondly, well-defined metrics and measures facilitate an overall 

risk-based strategy to determine the required level of compliance with regulatory 

requirements. Thirdly, visual illustrations are accessible to diverse stakeholders for 

understanding C&A documentation. Fourthly, well-defined artifacts act as a baseline to 

guide the creation of task reports required for various C&A activities for later conducting 

an extensive risk assessment. For example, the collection of analysis pools can provide a 

baseline to identify the threat model of a system and vice versa. Finally, the artifacts from 

the methodology bridge the gap between the understanding of functional system needs 

and the required non-functional regulatory security requirements to maintain an 

acceptable level of risk. 

Human knowledge is embedded in several aspects of the methodology execution such 

as the requirement specifications in regulatory documents; the classification and 

categorization of domain concepts in the PDO; the selection of scenarios to trigger the 

methodology; the selection criteria for requirements applicability in the analysis pool; the 

construction of compliance instruments used to measure the level of compliance with 

regulatory requirements; and the most importantly the domain expertise and the 

analytical capabilities of the SMEs who perform the steps in the methodology. 
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Furthermore, a regulatory requirement-driven approach to understand risk will only be as 

good as the requirements themselves. To evaluate our methodology, in the presence of 

such diverse human factors, we have presented a rigorous case study research design that 

led to a preliminary but effective setup to gather qualitative feedback from SMEs with 

experience in C&A and risk assessment fields. Analysis of the gathered feedback 

demonstrate a highly encouraging trend towards the applicability and feasibility of the 

methodology in addressing the current challenges for understanding the true potential for 

risk due to non-compliance. 

Our findings also suggest certain shortcoming of the methodology. These 

characteristics include: 1) The lack of consideration of quantitative data (e.g. asset value, 

threat frequency, vulnerability exposure, countermeasure cost, requirement criticality, 

etc.) related to regulatory requirements and risk components to later conduct a precise 

cost-benefit analysis; 2) The possibility of over generalizing the cascading effect of 

failure in the absence of a stopping condition for the propagative effect of non-

compliance during impact analysis using FCA; and 3) A possible learning and adoption 

curve for a new methodology and its artifacts.  

The methodology, in its current stage, focuses on individual operational scenarios in a 

bounded and local system scope. However, as a large assortment of analysis pools 

become available, recurring structures in their concept lattice can detect correlations 

among requirements across scenario networks [5] or unrelated scenarios based on similar 

risk components or regulatory requirements. Such analysis may reveal the potential for 

security breaches due to seemingly unrelated system-wide events. Presently, we are 

investigating such correlations at a global system-wide scope based on structural 

analogical inferences [28] across analysis pools as well as identifying groups of analysis 

pools that resemble pre-defined interaction patterns among domain concepts in the PDO. 

In addition, during the creation of an analysis pool for a scenario, our search techniques 

use the ontological representation of requirements to expand the scope of the scenario to 

requirements and related risk factors which may be initially overlooked.  

We are also currently working towards a quantitative model of risk assessment 

involving the concepts in the security requirements and risk components model in Fig. 2. 

The resulting model will quantify how much each risk component, if it occurs, impacts 

other related risk components. Such quantitative data can be based on historical/statistical 

analysis or intuition from a domain expert. The quantitative risk assessment techniques 

will then add to the repertoire of analysis methods available in an integrated framework 

to understand and analyze the potential for risk based on regulatory requirements. Our 

ongoing work also focuses on improving the usability of the integrated requirements-

driven C&A workbench [38] that supports the methodology presented in this paper.  
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